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Abstract

How to endorse robots intelligence is consistently a challenging task. The core of

robotics is the GNC system containing three dominant tasks: navigation, guidance

and control. The traditional methods take redundant measures of different types of

sensors to aggregate information on both the robot itself and the environment. Two

major issues degrade this solution in recent trend of big data. The first issue is that

the information containing in traditional sensors is limited. Bpth IMU and GPS sensor

provide low-dimensional data without clue on the environment. The other issue lies

in the stability in terms of accessibility and accuracy. Inspired by human and animal

vision system, this research instead attempt to improve the GNC system from the vi-

sual perception perspective. This is significant in designing autonomous systems to

interact within an unknown environment. Different from traditional sensor fusion ap-

proaches, this research addresses the robot relevant problems by taking the advantages

of computer vision, optimization and deep neural network. This work first proposes a

novel optimization based sensor fusion method. It is a direct visual-inertial odometry

system that combines visual and inertial measurement for state estimation. To enhance

the system with learnable capability, this work then deal with the pose estimation prob-

lem in the scheme of deep camera relocalization. It is to train a deep neural network

that predicts the camera poses and control commands directly based on the input im-

ages. And the down-stream robot perception applications will become possible based

on this system. A deep object detection model is thus presented to assist robots in

understanding the environment. To further exploit efficiency of deep neural network,

we also evaluate different deep learning methods in the end.
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Chapter 1

Introduction

1.1 Motivation

Robotics enhanced with the artificial intelligence (AI) is motivated with the concept of autonomy.

Nowadays, the academia is working on cutting-edge research. Without the limitation of a special

environment for the autonomous robotics, the state of art system is able to work on an open en-

vironment. For example, Amazon is delivering packages withing the drone; Google is testing its

self-driving cars on the road; Boston dynamic release an amazing video on how its humanoid-like

robots walk stably. A few applications are shown in Figure 1.1.

To make the robots working autonomously, there are several challenging problems to be solved.

For instance, the drone should first know how its flying condition so that it can make a change

accordingly. Furthermore, the autonomous robots should intuitively have the capability to interact

with the environment, such as understanding the surroundings. However, no existing system is

good enough to take all of these things into consideration. Therefore, it is necessary to equip the

autonomous robots with the best technologies at the frontier of sensor fusion, machine learning,

and artificial intelligence.

Autonomy is a practical problem, which requires accuracy, reliability and efficiency. The

overview of a typical autonomous system is illustrated in Figure 1.2. Navigation, determining the

location and orientation as well as velocity at a given time, plays an important role in autonomous

system. How to gather accurate information from sensor measurement significantly affects the

system efficiency and stability. Kalman filter is the method to fuse IMU and GPS measurement

for state estimation. However, These two types of sensors are becoming inadequate for nowadays

1



Figure 1.1: Application of Autonomous Systems. (top left:) Human is in the new era of au-
tonomous systems; (top right:) A Drone is used to delivery packages by Amazon; (Bottom
left:) Different advanced robots introduced by Boston Dynamics; (Bottom right) Self-driving car
equipped with sensors.

application. One major issue lies in the fact that the IMU and GPS data do not contain any infor-

mation of the environment. An another big issue is the intrinsic shortages of the sensors, such as

the GPS accessibility and IMU noise.

This work replaces traditional sensors IMU with a new approach to tap into the cognitive

behavior of pilots or birds in estimation/understanding attitude information. 1. This work utilizes

the camera as the main measurement device. As it contains high-dimensional data, its image data

reflect meaningful information on the environment. 2. A optimization based method is proposed

to fuse the IMU and camera measurement. IMU measurements can augment visual odometry to

remedy this issue by providing a short term measurement, making them an ideal combination to

better estimate the pose of the camera and generate information on the surroundings. 3. To enhance

the image perception, This work prefer Deep Neural Networks (DNNs) for pose estimation, which

is an end-to-end method. It maps the input images to any measure space after the training process.

2



Figure 1.2: Overview of the GNC system.

Specifically, The DNNs enable the aircraft to uses onboard camera. It extracts feature from the the

image then estimates roll and pitch angles and their rates, finally to generate appropriate control

commands to control the aircraft.

1.2 Sensors

Currently, the state estimation for the autonomous robots is built up on multiple sensor data, such

as the IMU, camera, radar, laser scanners, etc, instead of any single one. These redundant mea-

surements guarantee the accuracy and stability of navigation. As a tool for measure, sensors are

designed to be sensitive to a certain change, but are also vulnerable to the environment. To the

remedy, different types of measurements are fused to reduce the noise. The GPS provides accu-

rate messages, such as location, velocity, accelerate and angular rate at a low frequency ( 5 Hz).

While IMU updates its noisy measurement at a much higher rate ( 300 Hz). The fusion of these

two types of sensors are able to overcome the shortages in each single sensor and leads to high

frequency, high accuracy measurements. Different from other sensors, the camera records high

dimensional data that intuitively reflects the real world. More importantly, cameras’ low price

make them an integral part of day by day activities and most of UAS research projects. Thus the

images are available in a large scale. How to extract information from a high dimensional data
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(a) Camera (b) IMU (c) GPS

Figure 1.3: Illustration of different sensors.

and How cameras must be set up to achieve better performance are not trivial tasks. Another fact

is the available computational power of-board that significantly shorten the time in handling large

scale data, such as images. So processing the information from the real-time record of an onboard

camera is promising.

1.3 Pose Estimation

Past fourthly years, Kalman Filters have been used to estimate attitude information. The fusion

scheme follows a prediction and correction process. Different types of measures are connected

through a dynamic model. This scheme fuse the data measure in a loosely coupled way. It is

efficient when the state vector is low-dimensional.

This thesis presents a direct visual-inertial odometry system. In particular, a tightly coupled

nonlinear optimization based method is proposed by integrating the recent development in direct

dense visual tracking of camera and the inertial measurement unit (IMU) pre-integration. Then

a factor graph optimization is adopted to estimate the pose and position of the camera, and a

semi-dense map is created simultaneously. Two sliding windows are maintained in the proposed

approach. The first one, based on direct sparse odometry (DSO), is to estimate the depths of

candidate points for mapping and dense visual tracking. In the second one, measurements of both

the IMU pre-integration and direct dense visual tracking are fused probabilistically based on a
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tightly-coupled, optimization-based sensor fusion framework. As a result, the scale drift of visual

odometry is compensated by the constraints from the IMU pre-integration. Evaluations on real-

world benchmark datasets show that the proposed method achieves competitive results in indoor

scenes.

1.4 Deep pose estimation

Deep neural network is a powerful model to infer information. The prospective in cheap camera

and powerful GPU promotes to develop deep models for 6 degree pose estimation. Give a sequence

images, the deep model succeed in predicting the position and orientation. And other robot per-

ception applications will become possible based on this system. However, the fact is that current

models are inadequate in capturing the long-term temporal dependencies appropriately and select

the relevant driving series to make predictions.

We present a hybrid deep learning method for camera relocalization. The proposed system

leverages the discriminative deep image representation from a convolutional neural networks to

capture the long-term temporal dependencies appropriately and select the relevant driving series

to make predictions of the six degree of freedom (6DoF) camera pose in an end-to-end fashion.

Specifically, we formulate a novel spatial Attention CNN model for joint learning of soft pixel at-

tention and hard graph constraints with simultaneous optimization of feature representations, ded-

icated to localize the discriminative parts which generates high-quality 6-degree pose estimation.

The results show that compared to the state-of-the-art Bayesian camera relocalization method, our

model produces comparable localization accuracy.

Figure 1.4: Overview of traditional pilot.
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Figure 1.5: Overview of deep nerual network based pilot.

1.5 Deep pilot

Traditionally control command is created based on a well formulated dynamic model. Given the

measured state and desired state, the controller is able to generate a sequence of control rule that

empowers the system to follow the previously defined movement. However, it is nontrivial to ex-

actly formulate a dynamic model. The recent deep neural network is becoming popular due to its

capability of modelling nonlinear system. Without an exactly dynamic model, it is worth to design

a deep neural network based controller in an end-to-end manner. Specifically, The deep neural

network makes predictions directly on the sensor data, such as images. This model autonomously

extracts feature from the inputs then estimates roll and pitch angles and their rates, finally to gen-

erate appropriate control commands to control the aircraft. The difference between the traditional

pilot and the deep neural network based pilot is demonstrated in Figure 1.4 and 4.7.
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Chapter 2

Background and Literature Review

We start by defining the basic notations used in the following sections. These notations will cover

different applications but are mainly for sensor fusion and deep learning tasks. Then we review the

state-of-the-art models on sensor fusion and the recent trend of utilizing the deep neural network

for existing research tasks.

2.1 Notation

The state space in an autonomous system dominated by position pG
k , velocity vG

k and attitude q G
k ,

where G stands for the global coordinate system and k indicates the time point. In the sensor

fusion task, we take the following notation: m̂k
k+1 is the IMU measurements between the k-th and

(k+ 1)-th images. m̂re f (c)
c is the dense tracking result for the current image c with respect to the

corresponding reference image re f (c) (a key frame). rIMU(m̂k
k+1,p

k
k+1) is the residual between

the IMU integration and state pk
k+1, and rI(m̂

re f (c)
c ,pre f (c)

c ) is the dense tracking residual between

m̂re f (c)
c and state pre f (c)

c . SIMU and SI are the associated covariances of the IMU measurement and

the image alignment. We take the logarithm map: q G
k = log(RG

k )
_. Our system maintains several

states during processing time. Besides the position, velocity, attitude, the variables to be estimated

comprise accelerometer bias ba and gyroscope bias bg. The full state space is defined as:

pG
k =


pG

k vG
k q G

k ba bg

�

p =


pG

0 · · · pG
k · · · pG

n

�
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where pG
k is the k-th state written in the global coordinate system; n is the number of the frames in

the optimization set.

In the deep learning task, we take {X ,Y} as a set containing the training images x and corre-

sponding labels y. The model f (x;w) parameterized by w takes in the images data. The training

process is find the optimal w? to minimize the loss function `( f (x;w),y). We will follow these

notations and make a new definition if necessary.

2.2 IMU Model

IMU sensor consists of a accelerator and gyroscope. It is to measure the acceleration and angular

acceleration. By integrating these measurements within a period of time, it is able to get the

position, velocity and attitude. However, this sensor suffers dramatically the system noise. It

is good at short time measurement while the accumulated error degrades the accuracy in a long

term. To quantitatively take into account of this err, we need to model the noise in IMU sensor.

The measured inertial quantities, including linear acceleration and angular velocity

2

64
âG

k

ŵG
k

3

75 , are

modeled as sum of the true value

2

64
aG

k

wG
k

3

75 , time-variant bias

2

64
bi

a

bi
g

3

75 , and Gaussian white noise

2

64
hk

a

hk
g

3

75dt, which is:

2

64
aG

k

wG
k

3

75=

2

64
âG

k

ŵG
k

3

75+

2

64
bi

a

bi
g

3

75+

2

64
hk

a

hk
g

3

75dt

The Gaussian white noise can be characterized as: their mean is zero, and their covariances

matrices are obtained by integrating the covariances of an, wn, aw and ww over the step time dt,

which results:
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Vk = s2
ândt2I

Qk = s2
ŵndt2I

Ak = s2
awdt2I

Wk = s2
wwdt2I

Here, Vk , Qk,Ak and Wk are the random impulses applied to the velocity, orientation and bias

estimates, modeled by white Gaussian processes. The constant sân , sŵn , saw and sww are deter-

mined from the IMU datasheet, or from experimental measurements.

2.3 Camera Model and image geometry

Figure 2.1: Illustration of image geometry.

Images are usually took by a camera with different poses. We takes translation t and rotation R

to indicate the motion between two camera poses. This motion is represented by a transformation

matrix T = [R | t]. Figure 2.1 demonstrates the same point captured by a camera in two different
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pose. Camera model describes the procedure where a 3D point X =


x y z

�T
is projected to

image at


u v
�T

, The intrinsic parameters of a camera used in our model consist of the focal

length fx, fy and the camera center cx , cy. We project 3D points from the camera coordinate

system to the image plane by

2

64
u

v

3

75= w(X) = (
x fx

z
+ cx,

y fy

z
+ cy)

T

where w(X) is the projection function. As for its inverse, we use

X = w�1(u,d) = (
u� cx

fx
d,

v� cy

fy
d,d)T

Given a transformation T =


Rc

re f (c) pc
re f (c)

�
from the frame c to its reference frame ref(c) , a

pixel ure f (c)
i j of the refence frame with the depth du can be reprojected to the pixel uc of frame c by

the warp function

uc = w(Rc
re f (c)w

�1(ure f (c)
i j ,du)+ pc

re f (c))

Camera pose estimation is to estimate the transformation matrix T = [R | t] in a global coor-

dinate system. By tracking the relative camera motion between two consecutive images, it is not

hard to recover the camera pose in the global coordinate system.

2.4 State Estimation Methods

State estimation is the key part in a navigation system. How to infer from the sensor’s noisy

measurements the accurate system state and to combine redundant measurements for stable and

efficient sensor fusion is challenging. Figure 2.3 list different state estimation methods. The
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Figure 2.2: Illustration of different state estimation methods.

Kalman filter is the mostly employed method for sensor fusion. Typically, this method employing

a prediction-correction scheme is effective in low-dimensional sensor fusion. In dealing with the

recent trade of big data, especially, the image and voice data, The kalman filter is not efficient or

effective. Recent methods are utilizing the optimization method to find the optimal solution. The

previous prediction-correction scheme is reformulated into a one unified equation. The solution is

obtained by employing the popular Gauss-Newton or Levenberg-Marquardt algorithms. More re-

cently, deep neural network demonstrates its sophisticated capability to approximate any nonlinear

function. The deep neural network is driving by the stochastic gradient decent (sgd) method that

iteratively approximates to the optimal solution. It is potential for the deep neural network to learn

a mapping between two domains. After a proper training, the deep neural network is able to map

the input data to a measure space.

Simultaneously localization and mapping (SLAM) has a long history in monocular scenarios,

prominent examples include dense tracking and mapping (DTAM) (100), semi-direct visual odom-

etry (SVO) (39) and large-scale direct (LSD) monocular SLAM (30), which work on sparse fea-

tures and estimate the camera motion through a prediction and correction fashion. Direct methods

work directly on image intensities and attract a lot of attention since they are robust and computa-

tional efficient without feature detection. It is demonstrated that direct methods are more suitable

for dense mapping than feature based method, and when enhanced by edge alignment (70), they

can deal with changing illumination and fast motion. More recently, direct sparse odometry (DSO)

(28) presented an impressive semi-dense 3D reconstruction of the environment through a sliding

window optimization. This direct method minimizes the photometric error of points with suffi-
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ciently high image gradient magnitude (edges) using a non-linear optimization framework.

More recently, people pay great attention to the 3D SLAM, like the semantic SLAM (172) and

the deep learning enhanced SLAM (129). Semantic SLAM focuses on simultaneous 3D recon-

struction and material recognition and segmentation, which ends up with a real-time end-to-end

system. Deep learning is very promising technique in computer vision. (129) takes the advan-

tage of depth prediction from convolutional neural networks (CNNs) to enhance the performance

of monocular SLAM. DSO (28) utilizes one monocular camera for 3D reconstruction within an

inverse depth estimation framework. It is based on photometric error optimization of windowed

sparse bundle adjustment. The following sections will describe different state estimation methods

in details.

2.5 Kalman Filter

Given a well formulated dynamic model, Kalman filter is a commonly used sensor fusion method.

In the scenarios of state estimation, It assumes the state is in a latent space of the observed sensor

data. This method attempts to recover the latent state based on the observation. Given a guess of

the initial state, it first makes prediction of the next step state on a dynamic model and correct the

prediction with observations from a redundant sensor measurement. Assume that we want to know

the value of a variable within a process of the form:

xk+1 = Fxk +wk

where xk is the current state vector at time k; F is the state transition matrix that projects the

state at k to new state at k+1. This transition matrix describes the characteristics of the system

and is assumed to be unchanged over time; w is the associated white noise process with known

covariance. Observations on this variable can be modelled in the form:

zk = Hxk + vk
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where zk is the actual sensor measurement of x at time k, H is the noiseless connection be-

tween the state vector and the measurement vector, and is assumed unchanged over time; vk is the

associated measurement error.

We assume the covariances of the two noise models are the internal characteristics of the model

and sensor, and they are keeping the same values over time. They are statistically formulated as:

Q = E[wkwT
k ]

R = E[vkvT
k ]

Once we have the predicted state and observation, we correct the state by minimizing the

difference between them. The mean squared error is given by:

Pk = E[ekeT
k ] = E[(x� x̂k)(xk� x̂k)

T ]

Assuming the prior estimate of x̂k is called x̂0k, and was gained by knowledge of the system.

The update equation for the new estimate, combining the old estimate with measurement data is:

x̂k = x̂0k +Kk(zk�Hx̂0k)

where Kk is the Kalman gain. The term zk �Hx̂0k is known as the measurement residual that

represents the distance between prediction and measurement:

ik = zk�Hx̂0k

Then we can take this residual to update the predictions. The corrected state is given by:

x̂k = x̂0k +Kk(Hxk + vk�Hx̂0k)
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To find the optimal solution Kk that minimizes the mean squared error, we reform the equation with

that the xk� x̂0k is the error of the prior estimate and is uncorrelated with the measurement noise

Pk = E[[(I�KkH)(xk� x̂0k)�Kkvk][(I�KkH)(xk� x̂0k)�Kkvk]
T ]

= (I�KkH)E[(xk� x̂0k)(xk� x̂0k)
T ](I�KkH)T +KkE[vkvT

k ]K
T
k

= (I�KkH)P0k(I�KkH)T +KkRKT
k

= P0k�KkHP0k�P0kHT KT
k +Kk(HP0kHT +R)KT

k

The potential solution of Kk is from the saddle points. we first take the differentiation with respect

to Kk, which leads to:

dPk

dKk
=�2(HP0k)

T +2Kk(HP0kHT +R)

Put this to be zero and reforming it leads to:

(HP0k)
T = Kk(HP0kHT +R)

Kk = P0kHT (HP0kHT +R)�1

We then take it as the solution of Kk and put it back to equation of the mean squared error. We can

update the error based on the observation at time k:

Pk = P0k�P0kHT (HP0kHT +R)�1HP0k

= P0k�KkHP0k

= (I�KkH)P0k

Based on the transition matrix F, we project the current state to the prior state at the next time
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as:

x̂0k+1 = Fx̂k

To complete the recursion it is necessary to find an equation which projects the error covariance

matrix into the next time interval:

e0k+1 = xk+1� x0k+1

= (Fxk +wk)�Fx̂k

= Fek +wk

Reforming the equation with that the ek is uncorrelated with the noise wk

P0k+1 = E[e0k+1eT 0
k+1]

= E[(Fek)(Fek)
T ]+E[wkwT

k ]

= FPkFT +Q

In summary, the Kalman filter works in a recursion manner. The steps in one circle is given in

Table 5.1.

Description Equation

Kalman Gain Kk = P0kHT (HP0kHT +R)�1

Correct Estimate x̂k = x̂0k +Kk(zk�Hx̂0k)

Update Covariance Pk = (I�KkH)P0k
Predict state at k+1 x̂0k1

= F(̂x)k Pk1 = FPkFT +Q

Table 2.1: Kalman Filter updating and corrction steps.
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2.5.1 Kalman Filter Related Works for State Estimation

GPS, IMU and magnetometer are widely used sensors in a pilot system. Given the dynamic model

of an autonomous system, It is not difficult to determine the transition matrix and observation

matrix. The kalman filter is an effective and efficient sensor fusion method, especially in the robot

research society(15; 56). Recently people combine the machine/deep learning (174) and kalman

filter for state estimation (27; 1).

2.6 Optimization Methods

Optimization is another way to predict the state given the observations. This method is different

from the kalman filter method in the way that the state is estimated by directly minimizing the

distance between the estimation and the measurement. The observation is a function of the latent

state.

2.6.1 Optimization Based Estimation

Let x = (x1, ...,xT )T be a sequence of nodes, where xi describes the state at time i. Let zi j and Wi j

be the mean and information matrix of the measurement between node i and j. ˆzi j(xi,x j) represent

the prediction. The log-likelihood li j is

li j µ [zi j� ẑi j(xi,x j)]
T Wi j[zi j� ẑi j(xi,x j)]

the error function is

ei j(xi,x j) = zi j� ẑi j(xi,x j)

The optimal state is obtained by minimizing the objective function:

x? = argmin
x

F(x)
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where

F(x) = Â
<i, j>2C

eT
i, jWT

i, jei, j

The numerical solution can be obtained by using the popular Gauss-Newton or Levenberg-

Marquardt algorithms, which takes the taylor expansion of the error function around the current

initial guess state x̂

ei j(x̂i +Dxi, x̂ j +Dx j) = ei j(x̂+Dx)

= ei j + Ji jDx

where Ji j stands for the Jacobian of ei j(x). We get the solution of Fi j

Fi j(x̂+Dx) = ei j(x̂+Dx)T Wi jei j(x̂+Dx)

= (ei j + Ji jDx)T Wi j(ei j + Ji jDx)

= ei jT Wi jei j +2eT
i jWi jJi jDx+DxtJT

i jWi jJi jDx

= ci j +2bi jDx+DxT Hi jDx

Taking the second derivative and set to zero. The minimal solution can be obtained as

HDx? =�b

The linearized solution is obtained by:

x? = x̂+Dx?
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2.6.2 optimization based research and applications

Previous research on camera-based robot navigation includes RGBD visual odometry using stereo

camera (31) or Kinect (65), and visual inertial odomerty (81; 92; 93; 110). There also are efforts

to use monocular visual odometry, often for unmanned aerial vehicle that has strict weight con-

straints. However, monocular cameras are prone to long-term scale drift. To address this problem,

researchers proposed filter-based fusion methods (81; 93) and, more recently, optimization-based

methods (86) that combine IMU and visual sensors for better performance.

In these methods, features such as corners (32) and other special patterns are used for image

alignment. However, the feature detection and matching largely depends on the quality of images,

which can make it unstable to changes in the environment. Recently, researchers introduced visual

odometry methods that use direct image alignment (65; 87; 101), that are free of feature detection

and matching, and are stable to the environmental change.

Besides point features, edge features are natural and informative which have been receiving

great attention (148; 128). It is acknowledged that edge features are more robust to light variance,

motion blur and occlusion than point features. Specifically, edges are more prominent than any

other information in texture-less scenes. Previous researches mainly use line segments rather than

comprehensively utilizing edges for the difficulties with describing and matching edges. There

are researches focusing on fusing these methods and compensating for each other. Lu and Song

(90) fuse point and line features in RGB-D VO to deal with lighting variations and uneven feature

distributions. Forster et al. (39) design a semi-direct method that optimize the photometric error

of small patches around FAST corners.

Historically, there have been two main concepts towards approaching the visual-inertial esti-

mation problem: batch nonlinear optimization methods and recursive filtering methods. While the

former method jointly minimizes the error originating from integrated IMU measurements and the

reprojection errors from visual terms (78), recursive algorithms commonly use the IMU measure-

ments for state propagation while updates originate from the visual observations (118; 81). At

the back-end, fusion methods can mainly be divided into two classes. In loosely-coupled fusion
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(86; 78), visual measurements are first processed independently to obtain high-level pose infor-

mation and then fused with inertial measurements, usually using a filtering framework (81; 80).

Effectively, two sub-problems are solved separately in loosely-coupled fusion, resulting in a lower

computational cost, but results are suboptimal. In tightly-coupled fusion (21; 133), both visual and

inertial measurements are fused and optimized in a single framework. It considers the coupling

between two types of measurement and allows the adoption of a graph optimization-based frame-

work with iterative re-linearization to achieve better performance. thus, tightly-coupled methods

usually come with a higher computational cost.

In our proposed algorithm, we devise a semi-tightly coupled function that combines visual and

inertial terms in a fully probabilistic manner. We adopt the concept of keyframes due to its suc-

cessful application in classical vision-only approaches: it is implemented using partial linearization

and marginalization. The keyframe paradigm accounts for drift-free estimation also when slow or

no motion at all is present: rather than using an optimization window of time-successive poses,

our kept keyframes may be spaced arbitrarily far in time, keeping visual constraints, while still

incorporating an IMU term. We provide a strictly probabilistic derivation of IMU error terms and

the respective information matrix, relating successive image frames without explicitly introducing

states at IMU rate.

2.7 Deep Learning

The research in deep neural network absolutely thrive on big data. This is promoted by the power-

ful computation unit GPU and large scale dataset. It fills in gaps that there should have a complete

problem formulation. This deep neural network works in an end-to-end manner by learning a map-

ping between the input data and the target label space. Give the training data x and corresponding

label y, the training process is to find a optimal parameters that minimizes the loss between model

prediction and label:

w? = argmin
w

`( f (x;w),y)
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where w is the parameters; f (x,w) represent the output of the neural network given the input data

x; ` stands for the loss function measuring the distance between the out and the label. The optimal

parameters of the neural network are obtained by minimizing the loss.

Figure 2.3: Illustration of different state estimation methods.

In practice, the parameters are iteratively updated based on a mini-batch of the training data.

According to the rules of stochastic gradient decent (SGD) (66) or other solvers, the parameters

are updated in the gradient decent direction with the step size µ:

w := w�µ— f (x;w)

After training, the model is able to directly map the input data to the output space f (x;w?).

2.7.1 Building Blocks of Deep Neural Network

Deep neural network is a generalization of the traditional neural network that explicitly transform

the input to develop the output. Typically, the input to a neural network is an image, which has three

dimensions: width, height and color channels (RGB), and the spatial information of neighboring

pixels can be preserved. The deep neural network consists of lots of layers. Each layer is a type of
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operator that take calculation on the input tensor. There are several basic layers in the neep neural

network, and the fundamental one is the convolution layer.

• Convolution

The convolution layer takes a feature map as input, which is of width w, height h, and channel c.

• Pooling

Pooling is another important and unique operation in ConvNets, it allows small translation invari-

ance and helps to reduce the size of the input feature map.

• Activation function

The activation function is a nonlinear function that promotes the deep neural network to approxi-

mate to complex nonlinear model.
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Chapter 3

Direct Visual-Inertial Odometry with Semi-Dense Mapping

3.1 abstract

The paper presents a direct visual-inertial odometry system. In particular, a tightly coupled non-

linear optimization based method is proposed by integrating the recent advances in direct dense

tracking and Inertial Measurement Unit (IMU) pre-integration, and a factor graph optimization is

adapted to estimate the pose of the camera and rebuild a semi-dense map. Two sliding windows

are maintained in the proposed approach. The first one is based on Direct Sparse Odometry (DSO),

which estimate the depths of the points from recent keyframes for mapping and dense visual track-

ing. In the second one, measurements from the IMU pre-integration and dense visual tracking are

fused probabilistically using a tightly-coupled, optimization-based sensor fusion framework. As a

result, the IMU pre-integration provides additional constraints to suppress the scale drift induced

by the visual odometry. Evaluations on real-world benchmark datasets show that the proposed

method achieves competitive results in indoor scenes.

3.2 Introduction

In the research area of robotics, camera motion estimation and 3D reconstruction take fundamental

places in navigation and perception, such as unmanned aerial vehicle (UAV) navigation (78) and

indoor reconstruction (29; 28). Among these applications, an robust camera motion tracking and

3D map of the environment are desired at the same time. Most existing methods formulate this

problem as simultaneously localization and mapping (SLAM), which characterized on the sensors
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it used. Recent efforts include visual SLAM and visual inertial navigation system (VINS).

Visual odometry (100) estimates the depth of features, based on which, track the pose of the

camera. In contrast, direct visual odometry working directly on pixels without the feature extrac-

tion pipeline is free of the issues in feature based methods. This method is able to achieve drift-free

estimation for slow motion. However, Direct visual odometry is also subject to failure as images

can be severely blurred by changing illumination, and fast motion. Consequently, aggressive mo-

tion of the UAV (87; 86) with significant large angular velocities and linear accelerations makes

the state estimation subject to scale drift immediately.

Pre-integrating IMU measurements can improve visual odometry remedy this issue by provid-

ing an additional short term measurements. IMU provides noisy but outlier free measurement with

high frequency, making it an ideal device for fast motion tracking. We are convinced that associ-

ating the measurements of direct visual tracking and IMU pre-integration is able to achieve robust

motion estimation within challenging environment.

This paper works on a tightly coupled fusion system for state estimation. We combine di-

rect dense tracking and IMU pre-integration by adopting the concept of keyframes, and make a

probabilistic derivation of the IMU errors and the corresponding information matrix. This paper

proposes a robust and fully integrated system for direct visual inertial odometry. The novelties

of the proposed system include: 1) The combination of the direct photometric information and

the edge features, which are points with sufficiently high image gradient magnitude. We work

with the intensity of pixels, and the system is more robust and reliable than other methods based

on detected features. 2) IMU pre-integration. The IMU pre-integration provides scale informa-

tion by integrating the IMU measurements. Benefiting from the use of a factor graph, tracking

and mapping are focused in a local covisible area, which has a bounded size and is independent

of the global map. 3) Tightly coupled optimization. The measurements of both the IMU pre-

integration and the dense visual tracking are fused probabilistically within a single tightly-coupled,

optimization-based framework. In this paper, the dense visual tracking results provide the visual

constraints between current frame and the reference frame, while the IMU pre-integration provides
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Figure 3.1: 3D reconstruction and depth estimation on EuRoC dataset. The first row shows the
3D reconstruction on the V1_easy sequence and the bottom rows show the depth maps for frame
tracking.

constraints between the two consecutive frames.

In the remainder of the paper, we first review some related state-of-the-art works in Sect. 3.3,

followed by the formulation of the problem in Sect. 3.4. In Sect. 3.5, an overview of the system

is described, followed by the details of the IMU and visual measurement. Dense mapping is intro-

duced in Sect. 3.6. Sect. 3.7 shows implement details. The experimental results and evaluations

are discussed in Sect. 3.8. At last, we make a conclusion for the paper in Sect. 3.9.
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3.3 Related Work

Simultaneously localization and mapping (SLAM) has a long history in monocular scenarios,

prominent examples include dense tracking and mapping (DTAM) (100), semi-direct visual odom-

etry (SVO) (39) and large-scale direct (LSD) monocular SLAM (30), which work on sparse fea-

tures and estimate the camera motion through a prediction and correction fashion. Direct methods

work directly on image intensities and attract a lot of attention since they are robust and computa-

tional efficient without feature detection. It is demonstrated that direct methods are more suitable

for dense mapping than feature based method, and when enhanced by edge alignment (70), they

can deal with changing illumination and fast motion. More recently, direct sparse odometry (DSO)

(28) presented an impressive semi-dense 3D reconstruction of the environment through a sliding

window optimization. This direct method minimizes the photometric error of points with suffi-

ciently high image gradient magnitude (edges) using a non-linear optimization framework.

More recently, people pay great attention to the 3D SLAM, like the semantic SLAM (172) and

the deep learning enhanced SLAM (129). Semantic SLAM focuses on simultaneous 3D recon-

struction and material recognition and segmentation, which ends up with a real-time end-to-end

system. Deep learning is very promising technique in computer vision. (129) takes the advan-

tage of depth prediction from convolutional neural networks (CNNs) to enhance the performance

of monocular SLAM. DSO (28) utilizes one monocular camera for 3D reconstruction within an

inverse depth estimation framework. It is based on photometric error optimization of windowed

sparse bundle adjustment.

All of these methods try to explore the scene within the reconstructed 3D map, they suffer the

problem of scale drift. There are two main approaches towards solving the scale drift problem with

extra measurements: the batch nonlinear optimization method and the recursive filtering method.

The former one jointly minimizes the error originated from the IMU pre-integration and the pho-

tometric difference of the visual alignment (78); while the recursive algorithms usually utilize

separately steps to estimate the state. There are two main lines to fuse these two kinds of mea-

surements: loosely-coupled fusion (118; 141; 109) and tightly-coupled fusion (78; 86; 21; 133).
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In loosely-coupled fusion, a filtering framework (118; 81; 80) is usually used. The optimization

problem is separated into two sub-problems: a prediction step of the visual measurements to es-

timate state and a update step of the IMU measurements to correct the state (118; 81). Visual

measurements of direct dense tracking are first performed for high-level pose information, then

the predicted pose is updated with the inertial measurements. This filtering frame leads to sub-

optimal solution with lower computational cost. In contrast, a single framework is utilized for

tightly-coupled fusion, which formulates the fusion of visual and inertial measurements as an op-

timization problem. Linearizion technology is adopted to convert the non-linear representation

of Lie group into a graph optimization problem. Tightly-coupled fusion achieves high estimation

accuracy with higher computational cost.

3.4 Problem Formulation

To estimate the trajectory with the semi-dense map. we maintain a local window that contains one

keyframe and two latest regular frames. Based on the point cloud of the DSO, a visual inertial

fusion system are proposed with the IMU pre-integration constraint and the frame tracking con-

straint. Figure. 3.2 shows the graph representation. The details of the proposed system will be

illustrated in this section.

3.4.1 Notation

We use the following notation in the paper:

• m̂k
k+1: the IMU measurements between the time interval of the k-th and the (k+1)-th images;

• m̂re f (c)
c : the dense tracking result of image c with respect to its corresponding reference frame

re f (c);

• rIMU(m̂k
k+1,p

k
k+1): the residual between the IMU pre-integration and the state pk

k+1;

• rI(m̂
re f (c)
c ,pre f (c)

c ): the dense tracking residual between m̂re f (c)
c and the state pre f (c)

c ;
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• SIMU : the associated covariances of the IMU measurements;

• SI: the associated covariances of the image alignment;

• pG
k : the k-th state under the global coordinate system G;

• pG
k : represents the k-th position state in the local window;

• vG
k : represents the k-th velocity state in the local window;

• q G
k : represents the k-th angular state in the local window;

• ba: is the state representing the k-th accelerometer bias in the local window;

• bg: is the state representing the k-th gyro bias in the local window;

• q G
k = log(RG

k )
_.

Our system maintains a local window containing several states. One state is defined in the

global coordinate system as pG
k including the position, velocity, orientation, accelerometer bias,

and gyroscope bias. The full state space p is defined as:

pG
k =


pG

k vG
k q G

k ba bg

�
(3.1)

p =


pG

0 · · · pG
k · · · pG

n

�
(3.2)

3.5 Visual-Inertial Odometry

This section presents an overview of the visual inertial system and the method of combining the

direct visual measurements and inertial measurements. In visual odometry or visual SLAM, the

camera pose estimation is formulated as a nonlinear optimization problem, which minimize the

reprojection error of the landmarks observed by the camera. Unlike in work (86), which utilizes

stereo cameras for depth estimation, we adopt the DSO to build a semi-dense map and take the

depth estimation for camera motion tracking. Figure 3.2 shows the factor graph, where the visual
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inertial fusion takes the points in local map as landmarks which provides a set of geometric con-

straints to related the observation states. The local map points are a collection of points with depth

information in the latest keyframes.

The proposed method formulates the visual-inertial odometry problem as one joint optimiza-

tion. The solution is obtained by minimizing a loss function J(p) consisting of both the weighted

landmarks reprojection error rI and the weighted IMU integrating error rIMU .

Figure 3.2: Overview of the system. After the fixed window used by DSO, we maintain a local
window that contains one keyframe and two latest regular frames. Based on the point cloud of the
DSO, a visual inertial fusion system are proposed with the IMU pre-integration constraint and the
frame tracking constraint. P stands for pose states. v stands for the velocity states. b stands for the
bias states. Square represents the states and rectangle represents constraints between states.

J(p) := Â
k2SIMU

krIMU

⇣
m̂k

k+1,p
k
k+1

⌘
k2

SIMU

+ Â
c2CI

krI

⇣
m̂re f (c)

c ,pre f (c)
c

⌘
k2

SI

(3.3)

From the probabilistic view (37), a factor graph takes the available measurements and infers
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the posterior probability of the variables:

p(pk|Mk) µ p(p0)p(Mk|pk)

= p(p0) ’
(i, j)2Kk

p(MI,MIMU |pk)

= p(p0) ’
k2SIMU

p(MIMU |pk) ’
c2CI

p(MI|pk)

(3.4)

We assume all the distributions to be Gaussian. The MAP estimate corresponds to the minimum

of the negative log-posterior. The negative log-posterior can be written as a sum of the squared

residual errors:

X ?
k = argmin

pk
� loge p(pk|Mk)

= argmin
pk
kr0k2

S0
+ Â

k2SIMU

krIMUk2
SIMU

+ Â
c2CI

krIk2
SI

(3.5)

Without loss of generality, we optimize (3.5) iteratively using the Gaussian-Newton method

by combining the results from the IMU pre-integration (Sect. 3.5.1) and the direct dense tracking

(Sect. 3.5.2), and ignoring the prior term. To show the procedure of this processing, we reduce the

terms and reformulate the cost function as:

F(x) = Âr(x)2 (3.6)

To solve this minimization problem, we linearize the equation with Jacobian Jm and add a

penalty term W , which are the inverse of S, to the equation. After this, the cost function is vector-

ized as:

F(x̂+Dx) = r(x̂+Dx)TWr(x̂+Dx)

= (r+ JmDx)TW (r+ JmDx)

= rTWr+2rTWJmDx+DxT JT
mWJmDx

(3.7)
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Following some basic operations, the solution of the minimization is obtained as:

JT
mWJmDx =�JT

mWr

HDx =�b

Dx =�H�1b

(3.8)

3.5.1 IMU Measurement

Usually, the frequency of the IMU is higher than that of the camera. There are tens of IMU

measurement between the two consecutively image frames. The IMU pre-integration between two

images provides a prior for image alignment, and also works as a different kind of constraint within

the factor graph. The pre-integration m̂k
k+1 is given by:

m̂k
k+1 =

2

66666666664

p̂k
k+1

v̂k
k+1

q̂ k
k+1

b̂k+1
a

b̂k+1
g

3

77777777775

=

2

66666666666666666664

Âk+1
i=k {

1
2 R̂k

i (â
i
i +bi

a�Ri
GgG)dt2 + v̂k

i dt}

Âk+1
i=k R̂k

i (â
i
i +bi

a�Ri
GgG)dt

log(Pk+1
i=k exp([ŵ i

i +bi
g]⇥dt))_

b̂k
a +hk

adt

b̂k
g +hk

gdt

3

77777777777777777775

(3.9)

where gG represents the gravity in the global coordinate system G, and [ ]⇥ represents the operator

for skew-symmetric matrix. âi
i denotes the linear acceleration measured by the IMU and ŵ i

i is the

angular acceleration measured by IMU. hk
a and hk

g are white noise, which affect the accelerometer

bias b̂k
a and gyro bias b̂k

g. These biases are initialized to zeros at the beginning and updated at

every optimization step. The updated values computed at each step are used for the next IMU pre-

integration. According to the IMU propagation theory (86), the covariance is calculated according
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to:

Sk+1
IMU = Fd(m̂k

k+1)S
k
IMU FT

d (m̂k
k+1)+G(m̂k

k+1)QGT (m̂k
k+1) (3.10)

where Q contains all the noise covariances, which are constants. G(m̂k
k+1) denotes the noise tran-

sition matrix, and Fd(m̂k
k+1) denotes the transition matrix of the discrete-time error state. In this

work, it is defined as:

Fd(m̂k
k+1) =

2

666666666666664

I dt �1
2bR

k
k+1(a+ b̂k+1

g )c⇥dt2 �1
2Rk

k+1dt2 0

0 I �1
2bR

k
k+1(a+ b̂k+1

g )c⇥dt �Rk
k+1dt 0

0 0 �Rk+1
k dt 0 �Rk

k+1dt

0 0 0 I 0

0 0 0 0 I

3

777777777777775

(3.11)

Replacing the terms and reforming the equation, the residual between the IMU pre-integration

and the states can be calculated by the following equation:

rIMU(m̂k
k+1,p

k
k+1) =

2

666666666666664

Rk
G(pG

k+1� pG
k � vG

k dt)

Rk
G(v

G
k+1� vG

k )

Rk
GRG

k+1

bk+1
a

bk+1
g

3

777777777777775

 

2

66666666666666666664

p̂k
k+1

v̂k
k+1

R̂k
k+1

bk
a

bk
g

3

77777777777777777775

(3.12)

We assume that:

Rk
GRG

k+1 R̂k
k+1 = log((R̂k

k+1)
T Rk

GRG
k+1)

_

31



and according to the infinitesimal increments in SO(3) (21; 149), the Jacobian of the residual with

respect to the error state is formulated as:

JIMU =

"
∂ rIMU(m̂k

k+1,p
k
k+1)

∂dpG
k

∂ rIMU(m̂k
k+1,p

k
k+1)

∂dpG
k+1

#

=

2

666666666666666666664

�Rk
G�Rk

GbRk
G(pG

k+1� pG
k )c⇥

∂ rDpG
k

∂dbk
a

∂ rDpG
k

∂dbk
g

Rk
G 0 000

0 �Rk
G bRk

G(v
G
k+1� vG

k )c⇥
∂ rDvG

k

∂dbk
a

∂ rDvG
k

∂dbk
g

0 Rk
G000

0 0 �Rk+1
G RG

k

∂ rDRG
k

∂dbk
a

∂ rDRG
k

∂dbk
g

0 0 I 00

0 0 0 �I 0 0 0 0I 0

0 0 0 0 �I 0 0 00I

3

777777777777777777775

(3.13)

The details of the calculation will be defined in the A.1.

3.5.2 Visual Measurement

Between the time interval of two consecutive images, There could have several IMU measure-

ments. We pre-integrate these IMU measurements, and once this pre-integration is done, we sepa-

rate the image frames into two categories. A new frame is categorized as a key frame if its overlap

with the current reference frame is less than a predefined threshold or the estimated distance be-

tween the two images is bigger than a predefined threshold. The first frame is automatically set as

the key frame and other frames are considered as regular frames. A key frame maintains a 3D map

(or point clouds) of the environment and works as a reference to track the subsequent frames. With

one monocular camera, the inverse depth estimation is adapted for point tracking, and the depth of

the points in the new key frame is initialized from the estimation of DSO.

This system allows the subsequent frames to have small movement in relation to the latest

reference. To get the infinitesimal motion increment from the the current frame to the key frame,
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we minimize the photometric error iteratively, which is the sum of the intensity differences ri j of

all pixels in that frame.

m̂re f (c)
c =

2

66666666664

p̂re f (c)
c

0

R̂re f (c)
c

0

0

3

77777777775

= argmin
pc,Rc

Â
i

Â
j

ri j

⇣
m̂re f (c)

c

⌘2
(3.14)

ri j

⇣
m̂re f (c)

c

⌘
= Ire f (c)(ui j)� Ic(w(Rc

re f (c)w
�1(ui j,du)+ pc

re f (c))) (3.15)

where I(ui j) represents the intensity of the pixel at ui j, and du denotes the associated depth. w( )

is a map function that project the point in 3D space onto the image plane, with w�1( ) the inverse

of the projection function.

Once the measurement m̂re f (c)
c in the reference frame’s coordinate system is available, we can

compute the residuals between the current states and the direct dense tracking results according to

the following equation:

rI

⇣
m̂re f (c)

c ,pre f (c)
c

⌘
=

2

66666666664

Rre f (c)
G (pG

re f (c)� pG
c )

0

Rre f (c)
G RG

c

0

0

3

77777777775

 m̂re f (c)
c (3.16)

and the Jacobian matrix of this dense tracking residual with respect to the 15 states is a sparse
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matrix:

JI =

2

4∂ rI

⇣
m̂re f (c)

c ,pre f (c)
c

⌘

∂dpG
c
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c

⌘

∂dpG
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G 0000Rre f (c)
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0 0000 0 0 0 00

0 0I 00 0 0 �Rc
GRG

re f (c) 00

0 0000 0 0 0 00

0 0000 0 0 0 00

3

777777777777775

(3.18)

3.6 Semi-Dense Mapping

Fast camera motion tracking and 3D reconstruction require high update rate to successfully track

the camera. According to (28), we maintain a semi-dense map of the pixels with high gradient to

reduce the computational cost and ensure the tracking accuracy. The selected pixels are considered

as point candidates, which will be tracked in the subsequent frames and used for the photometric

error ri j. To reduce the tracking error, We attempt to identify the potential outliers as early as

possible and remove those when the photometric error surpass a threshold. For the best tracked

point candidates, we follow the tracking strategy from LSD-SLAM (31) to compute the depth d̂u.

The points associated with the depth serve as landmarks for camera tracking. The computed depth

is used to define the search interval during the subsequent tracking.

d̂u = argmin
du

Â
i

Â
j

r2
i j (3.19)

ri j = Ire f (c)(ui j)� Ic(w(Rc
re f (c)w

�1(ui j,du)+ pc
re f (c))) (3.20)

The terms in Eq. 3.20 are the same as those in Eq. 3.15. When a new keyframe is added
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according to the tracking performance, we project all active points onto it and establish a semi-

dense depth map in the local coordinate system. The candidate points among all keyframes in the

local window are added to the optimization window.

Figure 3.3 illustrates the pipeline of the proposed visual inertial odometry system. Between the

time interval of two consecutive images, the output data from the IMU sensor is first pre-integrated

according to Eq. 3.9. In the front-end, the direct dense tracking thread calculates the incremental

camera motion using the direct keyframe-to-frame dense tracking algorithm, Eq. 3.14, proceeded

by IMU pre-integration. Based on the distance between the keyframe and the latest frame and the

current tracking performance, it is determined whether to add this frame as a keyframe or regular

frame into the local window. The distance is a weighted combination of the translation and rotation

between the latest keyframe and the latest frame. If it is considered as a keyframe, a depth map for

the candidate points will be generated from the DSO. If the tracking algorithm performs worse, the

system reports a tracking failure. The back-end periodically checks the frames in the local window.

The new frame and IMU pre-integration are added to the optimization thread. Graph optimization

(Eq. 3.5) takes constraints from IMU pre-integration (Eq. 3.12), dense tracking (Eq. 3.16) and the

prior (Eq. 3.22) to find the best estimation of all states within the local window. After adding new

states and obtaining the estimation, we usually try to remove states with less information out of

the local window for the purpose of saving computational power and maximizing the information

stored in the local window. For this purpose, A two-way marginalization scheme is applied to

remove the redundant states, which is describe in Sect. 3.7.3.

3.7 Robust Method

3.7.1 Robust Norm

Image processing usually suffers from outliers due to image noise and ambiguity. L2 norm is

sensitive to outliers. Very small number of outliers may drive the solution away. The Huber

function (33) is less sensitive to outliers. It is smooth near zero residual and affect large residuals
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Figure 3.3: The pipeline of the proposed visual inertial odometry system, which comprises of the
front-end for direct dense tracking and the back-end for optimization.

linearly. The Huber weight function is defined as:

wHuber(x) =

8
>><

>>:

1 i f |x| 0;

k
|x| otherwise.

(3.21)

where x is the residual and k is a given threshold. After obtaining the IMU residuals or the visual

residuals, we apply the Huber weight function to the residuals aiming to reduce the effect of the

outliers.

3.7.2 Keyframe and Point Management

The front-end of visual odomerty needs to determine the active frame/point set, provide initializa-

tion for new parameters and decide when a frame/point should be marginalized (28) so as to make

the system computationally efficient and accurate. Our keyframe and point management is largely

based on the DSO (28) except for that we add two more continuous regular frames into the sliding

window (113). The two regular frames are connected by the IMU pre-integration.
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3.7.3 Two-Way Marginalization

In the processing, the state set increases when a new frame is added, which requires more memory

and computational resources. In order to increase its efficiency, we seek to remove frames with

less information out of the local window based on a two-way marginalization scheme (78) and only

optimize a certain number of states for real time performance. This scheme converts the constraints

within the marginalized states into a prior, instead of simply dropping non-keyframes. Two-way

marginalization scheme consists of two marginalization strategies to remove the frame in the local

window. One is the front marginalization strategy. It drops the second newest frame in the local

window since the second newest state is close to the reference frame within the local window. This

strategy ensures that the time interval for each IMU pre-integration is bounded so as to reduce the

accumulated IMU pre-integration error. The second newest state will be marginalized out of the

local window at the next optimization step if the dense tracking performance well. The other one

is the back marginalization strategy. It removes the oldest keyframe in the local window if the

latest frame is added into the local window as a keyframe. The oldest state in the local window

always provide constraints on the dense image alignment and the IMU pre-integration, while these

constraints degraded by the cumulated error. In this situation, the oldest keyframe provides very

few information. Marginalizing the oldest state into a prior improves the effectiveness of multi-

constrained factor graph optimization.

For the prior matrix {Lp,bp}, which is utilized to keep the constraints of the marginalized

states. When the marginalized states are removed out of the local window, their information is

transformed into the prior according to the Schur Complement method (118):

Lp = Lp + Â
k2S �

IMU

(Jk
k+1)

T (Sk
k+1)

�1Jk
k+1

+ Â
c2C�I

(Jre f (c)
I )T (Sre f (c)

I )�1Jre f (c)
I

(3.22)

where S �
IMU and C�I represent the set of removed IMU and visual measurement, respectively.
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Figure 3.4: Overview of the 3D reconstruction on V 1_01 sequence. The red line is the estimated
trajectory while the structure in black is the 3D point cloud.

3.8 Experimental Evaluation

In the literature of visual odometry, a bunch of motion tracking algorithms has been proposed.

It could be visual only odometry, loosely coupled fusion, or tightly coupled fusion. How these

methods perform in relation to each other is not studied adequately as the performances are typi-

cally based on different datasets charactered with different motion speeds and lighting conditions.

We will thus compare the proposed method with the state-of-the-art odometry methods within one

common dataset for a strong demonstration.

3.8.1 Experiment Setup

We take the European Robotics Challenge (EuRoC) dataset (12). It provides the ground truth at

1mm accuracy and contains 11 visual-inertial sequences recorded in 3 different indoor environ-

ment. The datasets are increasingly difficult to process in terms of flight dynamics and lighting

conditions. The two sequences that we use are the V1_01 and the MH_02, which could be suc-

cessfully handled and compared with other methods, and they are representative sequences of the

dataset. The entire visual inertial odometry system is developed within ROS. It is noted that the
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Figure 3.5: Comparison of trajectory estimations between our algorithm, the ground truth for the
sequence V 1_01, OKVIS, and ORB SLAM.

random walk of the IMU will induce systematic errors and make the system unstable without

proper method to handle it. Unlike the work by (86), which is for 9 states estimation with the IMU

fixed carefully to the global coordinate system, the coordinate system of the IMU is not aligned

with the global coordinate system within the EuRoC dataset. We thus add another 6 states of

IMU biases into the state space and update the states within the extended state space to ensure the

success of state estimation.
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Figure 3.6: IMU acceleration bias and gyroscope bias estimation results from our algorithm.

3.8.2 Evaluation on EuRoC Dataset

In order to evaluate the performance of the developed visual inertial odometry system, two different

methods dealing with the odometry problem are used for comparison. The OKVIS(78) fuses the

IMU measurement and the visual measurement in a tightly coupled frame. The graph optimization

guarantees its state-of-the-art performance. ORB-SLAM (99) performance motion tracking for

visual odometry, which is charactered with the novel ORB features. Both methods create a sparse

3D map.

To ensure the validation, we conduct the comparison in the coordinate systems of the ground

truth. The estimated pose from three systems are first recoded in their own coordinate system and

them transformed to the target coordinate system. The comparisons of estimated trajectories from

different methods are shown in Figure 3.5 and Figure 3.8.

Besides the pose, Our system create a semi-dense 3D map simultaneously. the reconstructed

3D map of the surroundings in the dataset are shown in Figure 3.4 and Figure 3.7, respectively.
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Figure 3.7: Whole view of 3D reconstruction on MH_02 sequence. The red line is the estimated
trajectory while the black part is the 3D point cloud. The left part shows the reconstruction of the
machine house. The right two images show the details from different view angular.

Figure 3.5 shows the comparison of trajectory estimations tested on the V 1_01 sequence. The

dataset is characterized by fast motion and image blur. The ORB-SLAM runs for visual odometry

without IMU measurements to provide information on short term movement. This results to the

scale drift in three directions. OKVIS preforms the best (the closest to the ground truth) since it

fuses the IMU measurement with the motion tracking results and includes the states on features

into the state space. These feature states put much more constraints during the optimization and

guarantee a globally optimal solution. Figure 3.6 shows the estimated biases for the IMU. In the

proposed method, We perform a semi-dense reconstruction and do not take the estimated depth

into the optimization formulation. And due to the depth estimation error from the DSO, the visual

inertial fusion for motion tracking could lead to a reduced performance. The trajectory estimation

results on MH_02 sequence are shown in Figure 3.8. The proposed approach and OKVIS, with

IMU measurement, are able to track these sequences successfully. Nevertheless, ORB-SLAM fails

to track in the two sequences in terms of robustness and accuracy.

Benefiting from the semi-dense tracking, the proposed method reconstructs a semi-dense 3D

map simultaneously. Figure 3.7 presents the reconstruction of a machine house from the MH_02

sequence which is an indoor dark scene, and Figure 3.4 demonstrates the reconstruction of the

environment in a small room from V 1_01 sequence. The ORB slam and OKVIS work on sparse
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Figure 3.8: Comparison of trajectory estimations between our algorithm, the ground truth for the
sequence MH_02, OKVIS, and ORB SLAM.

features which are a small portion of points. They can not generate a recognizable map of the

environment.

From these challenging experiments, it demonstrates that the proposed system works with fast

motion and different lighting condition, but it is still subject to scale drift with respect to the ground

truth. In all cases, our inertial measurement from the IMU provides constraints to largely eliminate

the drifts.
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3.9 Conclusion

In this paper, we have proposed a direct visual-inertial odometry system that tracks camera motion

and reconstructs 3D map of the environment simultaneously. This system integrates the direct

dense image tracking and the IMU pre-integration into one formulation, minimizing a joint cost in a

tightly coupled manner. The system maintains two sliding windows and probabilistically integrates

the IMU pre-integration and the direct visual tracking results. The proposed system effective

alleviates the scale drift issue of the visual odemetry. It has been evaluated on the popular dataset

and compared with the state-of-the-art odometry methods. Benefiting from the optimization, the

proposed system performs competitively state estimation.
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Chapter 4

Attention-aware Neural Network for Camera Localization

4.1 Abstract

Despite the fact that various learning based navigation systems have been developed,few of them

can capture the long-term temporal dependencies appropriately and select the relevant driving se-

ries to make predictions. We present a hybrid deep learning method for camera relocalization. The

proposed system leverages the discriminative deep image representation from a convolutional neu-

ral networks to capture the long-term temporal dependencies appropriately and select the relevant

driving series to make predictions of the six degree of freedom (6DoF) camera pose in an end-to-

end fashion. Specifically, we formulate a novel spatial Attention CNN model for joint learning

of soft pixel attention and hard graph constraints with simultaneous optimisation of feature rep-

resentations that reduce the uncertainty at the feature extraction. This is dedicated to localize the

discriminative parts which generates high-quality 6-degree pose estimation. The results show that

compared to the state-of-the-art camera relocalization methods, our model produces comparable

localization estimation and improves the system efficiency, without loss of accuracy.

4.2 Introduction

Deep learning method is becoming dominated in solving the computer vision relation applications,

such as. This is largely due to the fact that deep neural network is able to extract more robust fea-

ture. Recently, the recurrent neural network and attention mechanism are employed to enhance the

feature by establishing the long-term temporal dependency. While how dose this feature depen-
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dency affects the performance in deep camera localization is remaining an open problem.

Being able to localize a vehicle or device by estimating a camera pose from an image is a

fundamental requirement for many computer vision applications such as navigating autonomous

vehicles, simultaneous localization and mapping (SLAM) (29), and Structure-from-Motion (SfM)

(111). Most state-of-the-art approaches rely on local features such as SIFT (89) to solve the prob-

lem of image-based localization. These approaches are based on the low-level geometric features

and do not work very well with environments with repeating structures and texture-less surfaces.

Traditionally, the camera localization problem is to employ image retrieval (108) techniques to

identify the database photo most similar to the query. It apply standard techniques such as image

descriptors, such as SIFT (89), fast spatial matching (104), bag of visual words (157) to find a

representation of an unknown scene (a query image) in a database.

recently developed camera localization models rely on CNN (68) for extracting a variety of

high-level knowledge from images and the combination of loss function between translation and

rotation. while, they fail to get rid of the correlation between the background and salient object.

And Their performance is significantly affected by this uncertainty. SalientDSO (83) focuses on

generating saliency maps to understand the “attended” regions, This mechanism provides a more

direct interpretation by making the attention a core part of the network.

In this paper, we aim to reduce the uncertainty of the deep structure that regresses the camera

pose directly from a single RGB image. the related work is the MapNet (10), which consider to

learn a constraint map, but this one is built upon to extract feature on the whole image.

The proposed system leverages the attention mechanism and long-short-term memory (LSTM)

to capture the long-term temporal dependencies appropriately and select the relevant driving series

to make predictions of the six degree of freedom (6DoF) camera pose in an end-to-end fashion.

The Attention model enables us to build agents and classifiers that actively select important and

task relevant information from visual inputs. To do this, the model generates attention maps, which

can uncover some of underlying decision process used to solve the task. Once obtained the CNN

feature, we propose to make use of graph constraints on the FC output, which performs structured
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dimensionality reduction and chooses the most useful feature correlations for the task of pose

estimation.

We observe that the attention mechanism focuses on the salient components of each input and

the lstm establish the temporal dependency in the sequence of images. The fundamental feature

of our approach is to unify the Attention mechanism and lstm in one framework for camera pose

estimation. This allows us to retrieve a reliable geometry in both the feature and the estimated

pose. The main contributions of this work are listed below.

• We formulate a novel idea of jointly learning attended feature and temporal dependency in

the feature sequence. To our knowledge, this is the attempt of jointly deep learning multiple

attention and temporal feature dependency for solving the camera pose estimation.

• We propose a attention mechanism to enhance the feature extraction in convolutional neu-

ral network. We learn soft pixel-level attention within arbitrary feature representations

for maximising the correlated complementary information. This is achieved by devising

a lightweight Harmonious Attention module capable of efficiently and effectively learning

spatial and channel attention.

• The proposed model is qualitatively and quantitatively evaluated on multiple datasets. This

contains the existing public dataset and UAV flight dataset. Its successful estimation reflect

a superior performance over baseline models.

4.3 Related work

Camera localization. Camera localization is a significant technology in robotics that could be

used for navigation, intelligent service and so on. Traditionally, the camera localization problem is

to employ image retrieval (108) techniques to identify the database photo most similar to the query.

It apply standard techniques such as image descriptors, such as SIFT (89), fast spatial matching

(104), bag of visual words (157) to find a representation of an unknown scene (a query image)

in a database. Visual odometry estimates the motion of a camera in real time using sequential
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images (i.e., egomotion). This optimization based method, such as SLAM (149; 150), takes the

advantage of computer vision techniques that seek for the geometry constrains. This approach

is based on the low-level geometric features and do not work very well with environments with

repeating structures and texture-less surfaces. They estimate the relative pose between consecutive

images. However, the localization process itself is time-consuming in descriptor matching and the

features are sensitive to the environment.

Deep Learning Based Localization. Recently proposed CNNs-based approaches have shown

great success in image-based localization. Utilizing CNNs to directly regress camera relocaliza-

tion was proposed by Kendall et al. (64). Their method, named PoseNet, adapts GoogLeNet (125)

architecture pre-trained on large-scale image classification data to reconstruct 6-DoF camera pose

from an RGB image. In the recent paper (63), Kendall et al. propose a novel loss function based

on scene reprojection error and show its efficiency in appearance-based localization. The relative

camera pose estimation (98; 76) introduce the relative pose constraint that optimize the relation be-

tween consecutive images. MapNet (10) combines both the absolute and relative pose constraints.

LSTM-pose (135) employing the Recurrent Convolutional Neural Networks for camera relocal-

ization. DeepVO (139) present an end-to-end framework for monocular visual odometry by using

deep Recurrent Convolutional Neural Networks. VidLoc (19) introduce a deep spatio-temporal

model for 6-DoF video-clip relocalization. VlocNet (134) integrates auxiliary learning to enhance

visual localization and odometry. Object pose estimation (136; 147) is a closely related task that

provide a different view of pose estimation. Our approach is built upon on these prior methods.

We actively integrate these techniques for better performance and introduce the attention module

to enhance the extracted CNN feature.

Attention Mechanism. Attention in deep neural network is a mechanism to assign different

weights to different feature spatial regions depending on their feature content. It automatically pre-

dicts the weighted heat map to enhance the relevant features and block the irrelevant features during

the training process for specific tasks. Intuitively, such weighted heat map could be applied to our

purpose of pseudo-annotation generation. Attention mechanism has been proven to be beneficial
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in many tasks such as image captioning (158), time sequence prediction (105), image-to-image

translation (97), human pose estimation (16) and saliency detection (69). Thus weakly-supervised

semantic segmentation (167) receives research attention to alleviate the workload of pixel-wise

annotation for the training data. Harmonious attention convolutional neural network (82) simul-

taneously learns hard region-level and soft pixel-level attention within arbitrary person bounding

boxes along with re-id feature representations for maximising the correlated complementary infor-

mation between attention selection and feature discrimination for person re-identification.

Different from the previous works, we are the first to apply the attention mechanism to weakly

supervised semantic segmentation to the best of our knowledge.

4.4 The proposed method

In this paper, we propose a geometry-attention dual-agent neural network for camera localization.

The primary goal of our architecture is to precisely estimate the global pose by minimizing our

proposed Geometric Loss function, which is promoted by constricting the search space in the self-

attention weighted feature map.

Figure 2 illustrates our proposed model, which consists of feature extraction base, an attention

network and a global pose regression head. Given a sequence of consecutive monocular images

{It}N
t=1, our network predicts the 6-DoF global pose pt = [xt ,wt ] in time t, where x 2 R3denotes

the translation and w 2 R3 denotes the Euler angle.

In the remainder of this section, we present the constituting parts of our architecture along with

how the joint optimization is carried out.

4.4.1 Global Pose Regression

1) Geometric Consistency Loss: Learning both translational and rotational pose components with

the same loss function is inherently challenging due to the difference in scale and units between

both the quantities. It is easy to learn camera position in Euclidean space. However, learning
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(a) PoseNet

(b) MapNet

(c) Ours

Figure 4.1: Diverse generation for the ’edge$ photo’ generation task. the first column represents
the inputs, columns 3-4 show the generations in edge domain and columns 5-8 are generations in
the photo domain.

orientation is more complex. Recently, two parametrization methods are common used: Euler

angles and quaternions. The Euler angle representation suffers the problem of having multiple

values representing the same angle, which causes them to be challenging to learn as a uni-modal

scalar regression task. While the quadruple is an over parameterization of the 3-DoF rotation, and

normalization of the output quadruple is required but often results in worse performance.

We describe the loss function for regressing the translational and rotational components in the

Euclidean space.

Ladv =
|D |

Â
i=1

h(pi, p?i )+
|D |

Â
i, j=1,i6= j

h(vi j,v?i j) (4.1)

where vi j = (xi� x j,wi�w j) is the relative camera pose between pose predictions pi and p j

for images Ii and I j . h(·) is a function to measure the distance between the predicted camera pose
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p and the ground truth camera pose p?, defined as:

h(p, p?) = e�b ||x� x?||1 +b

+ e�g ||w�w?||1 + g
(4.2)

where b and g are the weights that balance the translation loss and rotation loss. Both b and g

are learned during training with pre-defined initial value b0 and g0 .

2) Graph Constraints: There are different ways to integrate the absolute pose estimation con-

straint and relative pose estimation constraints. Different models takes different strategies. The

PoseNet only minimize the absolute pose constraint, while MapNet combines these two con-

straints. However, the relative pose estimation constraint used by MapNet takes the each two

consecutive poses. In order to integrate motion specific features in our global pose regression net-

work, we take the notion of keyframe into our method. To regress the 6-DoF relative pose from

the images, we minimize the absolute pose error for the first keyframe. And the relative pose is

calcutated between the keyframe and all other frames. This is illustrateds in Figure.

Similar to our approach used for the global pose regression, we additionally learn two weight-

ing parameters to balance the loss between both components.

4.4.2 Spatial-and-Channel Attention Learning

In the literature, visual attention mechanism mainly focuses on the problem of identifying "where

to look" on different visual tasks. As such, it can be naturally applied to camera localization, which

is exactly to localize where to pay attention in. Based on the above consideration, we propose to

set up a two streams attention mechanism. Assume the input to the attention module is a 3D

tensor xl 2 Rc⇥h⇥w, where h, w, and c denote the number of pixel in the height, width, and channel

dimensions respectively; and l indicates the level of this module in the entire network. The spatial-

channel attention learning aims to produce a saliency weight map Al 2 Rc⇥h⇥wof the same size

as xl . Given the largely independent nature between spatial (inter-pixel) and channel (inter-scale)
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Figure 4.2: Diverse generation for the ’edge$ photo’ generation task. the first column represents
the inputs, columns 3-4 show the generations in edge domain and columns 5-8 are generations in
the photo domain.

attention, we propose to learn them in a joint but factorised way as:

Al = Sl⇥Cl (4.3)

where Sl 2 R1⇥h⇥w and Cl 2 Rc⇥1⇥1 represent the spatial and channel attention maps, respectively.

We perform the attention tensor factorisation by designing a two-branches unit (Fig. 3(a)): One

branch to model the spatial attention Sl (shared across the channel dimension), and another branch

to model the channel attention Cl (shared across both height and width dimensions). By this design,

we can compute efficiently the full soft attention Al from Cl and Sl with a tensor multiplication.

1) Spatial Attention The spatial attention module is a sub-network that consists of a channel-

wise global averaging pooling layer, a conv layer of 3⇥ 3 filter with stride 2, two dilated conv

layers, a resizing bilinear layer, and a scaling conv layer. In particular, the channel-wise global

averaging pooling is defined as,

Sl =
1
c

c

Â
i=1

Xl
i,1:h,1:w (4.4)

51



The channel-wise pooling is to reduce the input size of the following layers. The dilated conv

layers is utilized especially to increase the receptive field. This learns one attention map shared by

all channels. We finally add the scaling layer for automatically learning an adaptive fusion scale in

order to optimally combining the channel attention.

2) Channel Attention. The Channel attention is modelled by a small squeeze-and-excitation

sub-network. The average pooling layer first squeezes the spatial size to 1⇥ 1 for aggregating

feature information distributed across the spatial space. This is described as

Cl =
1

h⇥w

h

Â
i=1

w

Â
j=1

Xl
i, j,1:c (4.5)

This operation generates a per-channel filter. Each channel represents information from the

whole spatial tensor. This information is then used to establish the inter-channel dependency in the

subsequent excitation operation and r represents the bottleneck reduction rate.

3) Blended Attention For facilitating the combination of the spatial and channel attention, we

take a transformation to regularize the learned attention map. It is described as

Al
out = T (Al) (4.6)

T (·) is a masking function based on a thresholding operation. In order to make it derivable, we

use sigmoid function as an approximation

Al
out =

1
1+ exp(�w(Al�s))

(4.7)

where s is the threshold matrix whose elements all equal to s . w is the scale parameter

ensuring the elements in Al
out approximately equal to 1 when Al is larger than s , or to 0 otherwise.

We then use the trainable attention map Al
out to generate a soft mask to be applied on the original

input image, obtaining I⇥Al
out . It represents the regions beyond the network’s current attention.
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4.4.3 Network Architecture

(I) Network Architecture We extend ResNet-34 (45) architecture with the proposed attention mech-

anism to predict the global pose. The architecture is comprised of four residual blocks with multi-

ple residual units, where each unit has a bottleneck architecture consisting of three convolutional

layers in the following order: 1⇥ 1 convolution, 3⇥ 3 convolution, 1⇥ 1 convolution. Each of

the convolutions is followed by batch normalization, scale and Rectified Linear Unit (ReLU). As

discussed in (134), Exponential Linear Units (ELUs) tend to reduce the bias shift in the network,

in addition to avoiding the vanishing gradient and yield faster convergence. We replace the ReLUs

in the residual block module with the ELUs. We also replace the last average pooling layer with

global average pooling and subsequently add several inner-product layers, namely f c1, f c2 and

f c3. The first inner-product layer f c1 is of dimension 2048 and the following two inner-product

layers are of dimensions 3 and 4, for regressing the translation x and rotation w respectively. We

take the advantage of recurrent units into our network. The LSTM is employed to exploit long

term temporal dependency across the output of f c1.

Our proposed Geometric Consistency Loss contains both the absolute pose error and the rela-

tive pose error. We feed one image sequence to the neural network at one training step. The model

predicts the pose for each image in the sequence. According to the graph constraint, we calculate

the relative pose for either the estimated pose or the ground truth pose. Then we measure the loss

between the estimated one and the ground truth.

(I) Implementation Detail. In order to train our network on different datasets, we rescale the

images maintaining the aspect ratio such that the shorter side is of length 256 pixels. We found that

using random crops of 224⇥224 pixels acts as a better regularizer helping the network generalize

better. For evaluations, we use the center crop of the images. We use the Adam solver for opti-

mization with b1 = 0.5,b2 = 0.999. We train the network with an initial learning rate of lr = 10�4

with a mini-batch size of 20 and a dropout probability of 0.5. Specifically b = 0 and g = �3 are

used for our Geometric Consistency Loss function.
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Figure 4.3: Visualisation of our attention learned in the 7 scene dataset. The discriminative regions
of the images are highlighted

Figure 4.4: Cumulative distributions of the translation errors (m) for methods evaluated on Oxford
RobotCar LOOP. x�axis is the translation error and y�axis is the percentage of frames with error
less than the value.

Figure 4.5: Camera localization results on the 7 scene dataset.
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Figure 4.6: 2D multi-dimensional scaling (MDS) of the features from the second latest layer of the
model trained on the LOOP sequence. The points are chronologically colored. We observed that
the MDS created from the features of our model is close to be a rectangle that is consistent to the
ground truth camera poses which is from a loop. This demonstrates the features extracted by our
model is better correlated to the camera poses, hence improve the pose estimation accuracy.

4.5 Experimental Evaluation

In this section, we qualitatively and quantitatively evaluate our proposed method in comparison

to the state-of-the-art on both indoor and outdoor datasets, followed by detailed analysis on the

architectural decisions and finally, we demonstrate the efficacy of learning visual localization.

Datasets. Two public datasets are employed to evaluate the proposed method. We start exper-

iments by evaluating the system on Microsoft 7Scenes dataset (117), which comprises of RGB-D

images. The images were collected at resolution of 640⇥ 480 pixels from seven different indoor

scenes. Multiple sequences were captured for each scene, and each sequence is captured with

different camera motions. The ground truth camera poses are obtained with KinectFusion.

Another one is the Oxfor RobotCat dataset (95). It provides images collected in a large-scale

outdoor environment. Additionally, this dataset reflects a large variations in weather conditions,

such as the sunny and snowy days, it is challenging for some tasks based on vision.

Baselines. We compare our approach with several state-of-the-art camera localization methods.

PoseNet. Posenet uses a CNN to predict the pose of an input RGB image. The Posenet network

is the GoogleNet (125) architecture with the top-most fully connected layer removed and replaced

by one with a 7-dimensional output and trained to predict the pose of the image.
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Scene PoseNet (64) LSTM-pose (135) VidLoc (19) MapNet (10) Ours

Chess 0.13m, 4.48� 0.24m, 5.77� 0.18m, NA 0.08m, 3.25� 0.06m, 3.43�

Fire 0.27m, 11.30� 0.34m, 11.9� 0.26m, NA 0.27m, 11.69� 0.24m, 12.13�

Heads 0.17m, 13.00� 0.21m, 13.7� 0.14m, NA 0.18m, 13.25� 0.19m, 13.18�

Office 0.19m, 5.55� 0.30m, 8.08� 0.26m, NA 0.17m, 5.15� 0.16m, 5.14�

Pumpkin 0.26m, 4.75� 0.33m, 7.00� 0.36m, NA 0.22m, 4.02� 0.21m, 4.32�

Red Kitchen 0.23m, 5.35� 0.37m, 8.83� 0.31m, NA 0.23m, 4.93� 0.24m, 5.18�

Stairs 0.35m, 12.40� 0.40m, 13.7� 0.26m, NA 0.30m, 12.08� 0.29m, 12.36�

Table 4.1: Translation error (m) and rotation error (� ) for various methods on the 7-Scenes dataset.

LSTM-pose. integrates the LSTM to explore the feature dependency.

VidlocNet. learns bidirectional mapping with shared weights in intermediate layers.

MapNet. take both the absolute pose estimation and relative pose estimation. However, it

dosed not exploit the long term spatial and temporal dependency.

4.5.1 Experiments on Microsoft 7-Scenes Dataset

In this section we describe the experiments that we performed on the Microsoft 7-Scenes dataset.

The results of our experiments testing the accuracy of our method are shown in Table 4.1. Follow-

ing the same convention of prior work, we compute the median error for camera translation and

rotation. As shown, our proposed method does improve performance. The estimated position is

illustrated in Figure 4.5;

Effect of Attention. In Figure 4.3, we show some examples of images combined with the

learned attention map. We can see that the discriminative regions of the images are highlighted.

We observe that the discriminative regions for each images are those areas with salient objects.

This suggests that our approach works as expects.
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4.5.2 Experiments on RobotCar Dataset

Then we evaluate the proposed approach on the Oxford RobotCar dataset. Figure 4.6 shows the

2D multi-dimensional scaling (MDS) of the features from the second latest layer of the model

trained on the LOOP sequence. The points are chronologically colored. We observed that the

MDS created from the features of our model is close to be a rectangle that is consistent to the

ground truth camera poses which is from a loop. This demonstrates the features extracted by our

model is better correlated to the camera poses, hence improve the pose estimation accuracy.

Internal Representation. We illustrated the cumulative distributions of the translation errors

on the LOOP sequence dataset in Figure 4.4. It shows that our model significantly improves the

performance compared to the baseline model MapNet.

4.6 Deep Pilot

In this section, we adapt the proposed approach into a more challenging task, that is to assist in

UAV flying. Traditionally, the UAV system depends on sensors, such as GPS, IMU to navigate it

self and a pilot to generate control commands. Several works have been done to integrate deep

neural network for UAV. (143) introduces a method to estimate horizon line in the images. (13)

estimate the attitude based on horizon line. Recently, (27; 1) enhance the the Kalman Filter with

deep neural network for attitude estimation. We instead take the camera as the basic data source,

and predict the flight states and control commands by training a deep neural network. The overview

of the proposed system is illustrated in Figure 4.7.

Figure 4.7: Overview of deep neural network based pilot.
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4.6.1 System Setup

The system is based on a fix-wing aircraft. The camera is mounted on the head of the aircraft. this

ensures that the horizon line is recognizable in each image. We assume that the neural network is

able to recognize the horizon line and takes it as the reference for attitude estimation.

Dataset. To collect data, the camera shot videos while the flight log of the pilot is recorded.

We take 24 flight tests. All the flight tests are done in the same location. Each test collect 6,000 to

12,000 images. During the training stage, we feed image sequence to the model and take the flight

log as the ground truth. We first align the image data with the flight log base on the time stamps.

To get rid of the system uncertainty, we do not use the data during taking off and landing. Some

image samples of this dataset are shown in Figure 4.8. As a preprocessing method, we normalized

the values with the mean and variance calculated from the dataset.

Figure 4.8: Illustration of samples from the UAV flighting dataset. The UAV flys with large vari-
ations of orientation. The horizon line is always recognizable and provides reference for UAV
orientation.

Deep Pilot. Traditionally control command is created based on a well formulated dynamic

model. Given the measured state and desired state, the controller is able to generate a sequence

of control rule that empowers the system to follow the previously defined movement. However, it

is nontrivial to exactly formulate a dynamic model. The recent deep neural network is becoming

popular due to its capability of modelling nonlinear system. Without an exactly dynamic model, it

is meaningful to design a deep neural network based controller in an end-to-end manner. Specif-

ically, The deep neural network makes predictions directly on the sensor data, such as images.

This model autonomously extracts feature from the inputs then estimates roll and pitch angles and

their rates, finally to generate appropriate control commands to control the aircraft. The difference

between the traditional pilot and the deep neural network based pilot is demonstrated in Figure 4.7.
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(a) Phi. (b) Theta.

Figure 4.9: Orientation estimation results on the UAV flighting dataset. The ground truth camera
trajectory is the red line, the star indicates the first frame, and the blue lines show the camera pose
predictions. All the values are normalized to stabilize the training process.

(a) Elevator. (b) Rudder.

Figure 4.10: Control command estimation results on the UAV flighting dataset. The ground truth
Control command is the red line, the star indicates the first frame, and the blue lines show the
camera pose predictions. All the values are normalized to stabilize the training process.

Since our model is designed to regress the 6-deg pose of the UAV, we take a advantage of the pro-

posed approach for control command prediction. Instead of using the inertial sensors to navigate

the UAV and generate control command accordingly, our model takes the image and the current

f and q as inputs and to predict the control command for the elevator and rudder. We modify the

model slightly to estimate the control command of elevator and rudder. The result is illustrated in

Figure 4.10. Specifically, we take two fully connection layers to predict them separately. And for

the control command estimation, we augment the input space to be the combination of image and

the current f and q .
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Figure 4.11: Camera localization results on the UAV flighting dataset. All the values are normal-
ized to stabilize the training process.

4.6.2 Experiments on Flight Dataset

We then evaluate the model on the UAV flight dataset. To evaluate the model, we aim at predict the

two flighting states, which are f and q . The estimated states are shown in Figure 4.9. As we can

see, the predicted f and q are consistent to the ground truth. Beside, the estimated translation is

shown in Figure 4.11. Both of these estimated states demonstrated that our model works well in this

challenging dataset. The quantitative evaluation is listed in Table 4.2. The mean translation error

is 76(m), mean orientation estimation error is 19.69� and the mean control command estimation

error is 37%.

Setting Error

Translation 76m

Orientation 19.69�

Command 37%

Table 4.2: The quantitative performance, in terms of mean estimation error, evaluated on the flight-
ing dataset. Obviously, advantages of the method in predict the UAV flight status are revealed in
this form.
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4.7 Conclusion

In summary, The proposed model learns long-term temporal features for camera localization. Our

models bring geometric constraints widely used in visual SLAM into DNN-based learning, which

allow us to learn under the graphic constraints. Specially, we proposed a novel system for UAV

navigation, which adapts the proposed method to estimate the flight states and generate control

commands. We evaluate our approach on both indoor and outdoor datasets and show significantly

better performance than baselines.
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Chapter 5

Adaptively Denoising Proposal Collection for Weakly

Supervised Object Localization

5.1 abstract

In this paper, we address the problem of weakly supervised object localization (WSL), which trains

a detection network on the dataset with only image-level annotations. The proposed approach is

built on the observation that the proposal set from the training dataset is a collection of back-

ground, object parts, and objects. Several strategies are taken to adaptively eliminate the noisy

proposals and generate pseudo object-level annotations for the weakly labeled dataset. A multiple

instance learning (MIL) algorithm enhanced by mask-out strategy is adopted to collect the class-

specific object proposals, which are then utilized to adapt a pre-trained classification network to a

detection network. In addition, the detection results from the detection network are re-weighted

by jointly considering the detection scores and the overlap ratio of proposals in a proposal subset

optimization framework. The optimal proposals work as object-level labels that enable a pseudo-

strongly supervised dataset for training the detection network. Consequently, we establish a fully

adaptive detection network. Extensive evaluations on the PASCAL VOC 2007 and 2012 datasets

demonstrate a significant improvement compared with the state-of-the-art methods.

5.2 Introduction

Object detection, which attempts to place a tight bounding box around every object of a given im-

age, is an important problem for image understanding. This problem has been extensively studied
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in recent years (6; 7; 8; 79; 115; 122), and the state-of-the-art detection performance promotes a

variety of applications, including human pose estimation (130) and crowd counting (164). One key

step for object detection is to learn a distinctive representation of the objects from a large quantity

of labeled data. Most existing methods rely on object-level labeled dataset (25) so that their mod-

els learn visual features from those specified regions. However, data annotation is an exhaustive

and error prone work. In order to reduce the annotation cost, a common strategy is to learn the

detector in a weakly supervised manner that only binary image-level labels representing the overall

presence or absence of an object category are added to the images for training.

Multiple instance learning (MIL) (17; 26; 42) is an intensively used strategy in dealing with the

task of weakly supervised object localization (WSL). It selects object regions of interest (proposals)

from the positive images that contains the object, and learns an appearance model of the object

from the features in the selected regions. This method has the tendency to get stuck in local

optima. Therefore, a re-localization and re-training strategy is typically taken to push the solution

close to the global optima. Pentina et al. (103) forms a curriculum learning strategy to feed the

training process from easy images with big objects to hard images with many small objects. Shi

et al. (115) propose a strategy that re-weights the proposals’ scores according to the consistence

between the proposal size and the estimated object size. Even though these strategies attempt to

improve the MIL, finding positive image bags containing certain class object for MIL classifier, in

some senses, depends on guessing and it is possible to take a negative bag as a positive one. It is

also difficult to get tight bounding boxes exactly containing the objects. These drawbacks require

strategies that adaptively refine the estimated bounding boxes to tightly contain the objects.

Another line of this research is based on convolutional neural networks (CNNs) (61; 127) that

are capable of learning generic visual features generalized to many tasks. Methods in this cate-

gory are inspired by the facts that, without location annotation, a pre-trained image classification

CNN learns representative information of objects and object parts. Many efforts leverage CNN

to extract discriminative appearance features, then train a MIL appearance model for object de-

tection (146). Recent efforts (8; 79) achieve significant performance improvement with proposed
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Figure 5.1: Overview of our method. We use mask-out strategy to collect the generic region
proposals and take the MIL to generate pseudo labeled training set. This dataset is then fed to a
WSL loop, so that the object detector is re-trained progressively. We also take the re-localization
(170; 176) step by re-weighting object proposals according to the detection scores and the overlap
of the proposals. Bounding boxes (in yellow) represent the confident proposals; while the bounding
box in other colors in each block represents the highest confident proposal.

end-to-end methods, which adopt a pre-trained classification network to mine location information

and transfer the problem from weakly supervised object localization to psudo-strongly supervised

object detection. However, generating instance-level labels from the image-level labels is nontriv-

ial since the objects from the same category may appear with different shapes and background.

A pre-trained classifier makes predictions on salient features. The extracted appearance features

represent object parts, which lack information on the instance as a whole. Moreover, it is differ-

ent to determine the size of bounding boxes that exactly contain the objects in the feature-level

searching. As a result, the obtained instance-level labels are inexact. In this paper, we propose

a new framework based on two observations: (i) The proposals are a collection of background,

object parts, and objects; and (ii) it is hard to train object detectors directly under weakly labeled

dataset due to the substantial amount of noise in the object proposal collection and the size vari-

ation of the objects. Our method integrates several strategies to adaptively eliminate the noise

in the object proposal collection. We take an enhanced MIL algorithm, which is proceeded by a

mask-out strategy to mine the proposal collection and fine-tune a pre-trained classification network
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through re-weighting and re-training, which exploits proposal subset optimization (165) to further

re-weight the detection results.

Our re-weighting and re-training strategy aims at determining the optimal proposals automati-

cally. To this end, we take a subset optimization method to select object proposals. It is based on

both the detection scores from the pre-trained detection network and the overlaps between the can-

didate bounding boxes. This strategy puts higher weights on proposals that have large overlap area

with others. Specially, We reweight those object proposals with high detection scores according to

how much the bounding box overlaps with other bounding boxes. Iteratively, we utilize this subset

optimization method to improve the re-localization step.

This re-weighting scheme reduces the uncertainty in the proposal distribution, making the re-

weighting step more likely to pick a proposal correctly covering the object. Fig. 5.2 shows an

example of how the subset optimization changes the proposal score induced by the current object

detector, leading to a more accurate localization.

Our contributions are as follows: (i) We propose a novel work flow to collect confident pro-

posals, which integrates the mask-out strategy, MIL, and subset proposal optimization. The MIL

model is trained on the selected proposals of mask-out strategy and mines confident proposals to

reduce the background clutters and potential confusion from similar objects cases. The subset

proposal optimization further refines the proposals by re-scoring the bounding box; (ii) Following

the idea of re-localization and re-training, the candidate proposals are refined based on both the

detection scores and the overlap ratios between the proposals. We then iteratively adapt a pre-

trained classification network to a detection network with those quality enhanced proposals. This

is a new pipeline for improving object proposals; And (iii) detailed evaluations on the PASCAL

VOC 2007 and 2012 datasets (34) demonstrate that our weakly supervised object detection with

adaptively denoised proposal collection performs favorably against the state-of-the-art methods.

The proposed model and trained parameters will be available on the authors website.
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5.3 Related work

Extracting meaningful information from the environment is a challenging task (150; 149; 155). In

recent years, deep neural networks are becoming more and more popular for knowledge discover-

ing in many computer vision tasks, such as object detection (137; 88), visual question answering

(161), pose estimateion (53; 52; 160), image synthesis (152; 151; 153), face recognition (14), and

depth estimation (46; 47). Object detection is the task of recognizing and localizing the objects

in the images with the deep model trained on labelled ground truth (94). However, labelling the

images with bounding box for each object is a nontrivial work. In the scenario of weakly super-

vised localization, the training images are known to containing instances of a certain object class

but their locations. There is no ground truth bounding box available for each object in the training

dataset. The task is both to localize the objects (estimate the bounding boxes tightly containing

the instances) and to classify the objects. What we have are the image-level annotations which are

weak supervision for localizing the objects. To train a detection network with image-level supervi-

sion, we need first to localize objects in all the images of the training dataset based on image-level

annotations, and then use the localization results to train a detector for the test set. The WSL

problem is often handled with multiple instance learning (MIL) (7; 8; 18; 42; 116; 122), where the

images are treated as bags of object proposals (132; 177) (which are bounding boxes estimated to

localize the objects). A negative image dose not contain instances of certain category. A positive

image contains at least one positive instance, mixed in with a majority of negative ones. The goal

is to find the true positive instances from which to learn a classifier for proposal classification.

Previous works achieve significant improvement by exploring ways to enhance the MIL. Siva

et al. (120) propose an effective negative mining approach combined with discriminative saliency

measures. Song et al. (122) formulate an initialization strategy for WSL as a discriminative sub-

modular cover problem in a graph-based framework, and develop a negative mining technique to

increase robustness against incorrectly localized boxes (123). Bilen et al. (7; 8) propose a relaxed

version of MIL that softly labels object instances instead of choosing the highest scoring ones.

They also propose a discriminative convex clustering algorithm to jointly learn a discriminative
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Figure 5.2: Detection results from NMS (red line in left) and subset optimization (center). Bound-
ing boxes (BB) (right) represent the highest confident proposals got from different steps (blue BB:
CNN, green BB: maskout, pink BB: re-train, cyan BB: MIL). We compare the detection results by
bounding boxes in different colors, which shows our re-training strategy is able to get the denoising
proposals by re-weighting object proposals according to the detection scores and the overlap ratios
of the proposals.

object model and enforce the similarity of the localized object regions.

As CNNs have turned out to be surprisingly effective in many vision tasks including classi-

fication and detection, recent state-of-the-art WSL approaches also build on CNN architectures

(8; 173) or CNN features (18). Bilen et al. (8) modify a region-based CNN architecture (40) and

propose a CNN with two streams, one focuses on recognition and the other one on localization,

which performs simultaneously region selection and classification. Similarly, Li et al. (79) use the

MIL to obtain the initial detection results and propose a domain adaption method (51; 102) to fine-

tune a classification network into a detection network with the initial detection results. The results

show a performance improvement on the detection accuracy. Shi et al. (115) attempt to score the

proposals by the size and retrain the detection network with the re-weighted proposals according

to an easy to hard order, based on the assumption that the proposals with bigger size provide more

information to train the network than the those with smaller size. Our work is related to these

CNN-based MIL approaches that perform WSL by end-to-end training from image-level labels. In

contrast to the above methods, however, we focus on a CNN architecture that is re-trained in an

order for detection accuracy improvement with denoised proposals.

The concept of adaptive learning in an order was also studied in computer vision (72; 103; 112;

115; 131). These works focus on a key question: how to re-weight the proposals? Sharmanska et

al. (112) employ some privileged information to distinguish between easy and hard examples in
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an image classification task. The privileged information are additional cues available at training

time, but not at test time. They employ several additional cues, such as object bounding boxes

(44; 106), image tags and rationales to define their concept of easiness (72). Lai et al. (71) select

highly confident object proposals under the guidance of class-specific saliency maps. Pentina

et al. (103) consider learning the visual attributes of objects. Shi et al. (115) propose a size

estimator to re-weight the proposals based on the size of the instances in the image. They use

curriculum learning in a WSL setting and propose object size as an "easiness" measure. Shi et

al. (114) consider the task of discovering object classes in an unordered image collection. their

model is initialized with regions of "stuff" categories, and is then used to support discovering

"thing" categories in unlabelled images with the help of a fully supervised segmentation model.

Bodla et al. (9) propose a soft method to select the bounding boxes. They decay the classification

score of a box which has a high overlap with top-scoring boxes, rather than suppressing it. Jie

et al. (61) explore the Fast RCNN model (40) and propose a self-taught learning method for

proposal selection. The most related work to ours is the very recent study (127), which designs

an on-line classifier refinement pipeline to progressively locate the most discriminative region of

an image. By contrast, we propose a novel work flow to adaptively refine the proposals, i.e., to

iteratively collect a more confident subset of proposals. In addition, we take the re-training strategy

to fine-tune the model with the denoised proposal subset. The proposed work flow, by integrating

several novel proposal mining strategies, makes it adaptable to a variety of weakly supervised

object detection tasks.

5.4 Adaptively Denoised Proposal Collection

The proposed weakly supervised object detection method is illustrated in Fig. 5.1. This model

consists of three major components, namely confident proposal learning, object detector learning

and proposal subset optimization. They are successively employed to adaptively refine the proposal

collection. The remainder of this section discusses these three components in details.
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5.4.1 Confident Proposal Mining

We consider the weakly supervised object localization problem as an adaptively proposal denoising

procedure that gradually refines the proposal collection. At the end, we transfer the problem from

the weakly supervised object localization to a pseudo-strongly supervised object detection. Based

on a pre-trained CNN classification network and a MIL model, our work flow adaptively selects

confident proposals other than those comprised of background or object parts from the candidate

proposals generated by EdgeBoxes (177).

Assisted by the classification network, we first utilize the mask-out strategy to collect object

proposals. The idea of masking out the input of CNN has been previously explored in (163), which

replaces the pixel values of the proposals with fixed mean pixel values; and compares the classi-

fication scores of feeding the real image and its mask-out images into the classification network.

Intuitively, if the mask-out image introduces a notable drop in the classification score for the cth

class, the region can be considered as containing an object belonging to the cth class. Inspired by

(79; 163), we apply the mask-out strategy to select the proposals containing a certain object. We

denote the classification network as fc that maps an image to a confidence vector of cth classes. The

confident proposals Bc are selected by investigating the difference of classification score between

the selected image I(x) and its mask-out image I(x/b). This is formulated as

Bc = argmax
b

( fc(I(x))� fc(I(x/b))) (5.1)

where b represents the masked-out region. To select confident proposals, we first set a threshold

on the classification score. The region b is considered discriminative for cth class based on two

aspects: the score of classifying the image I(x) to the cth class is beyond the threshold and the

classification score drop between the image and corresponding mask-out images is maximum.

Once the proposals are obtained by applying the mask-out strategy, we separately learn one

MIL model for each category. Taking the purified proposals selected by the mast-out strategy as

training dataset makes the basic MIL initialized from a higher baseline, which not only stabilizes
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the training process, but also reduces the time for training (79). In the MIL model, each instance is

described by a feature vector. More specifically, each feature vector is regarded as an instance and

each image is represented by a bag of instances. For instance, the training image xi is considered

as a bag of proposals with pseudo strong labels yi 2 {�1,1} indicating whether the bag contains

an instance in the specific category. A bag is considered to be negative if there is no instances or

all its instances are not in that category, while it is positive if there is at least one of its instances

in that category. Given feature representation f(xi,z), we iteratively train the MIL model with the

objective written as

min
w2R

1
2
||w||22�

n

Â
i=1

log((yi max
z2Z

wT f(xi,z)�
1
2
)+

1
2
) (5.2)

where w represents the parameters of the MIL model and z is called the "latent variable" chosen

from the set Z, which is typically a set of bounding boxes. The top-scoring proposals given by

the mask-out strategy are taken as positive samples for each category, which are used to train the

MIL model. Among the initial bounding boxes, the set Z contains all possible candidate instances.

Maximizing the objective function over Z amounts to choosing a bounding box containing the

whole object. The proposal, in this work, is represented by a 4096-dimensional feature vector

from the second-last layer of the classification network.

The top row in Fig.5.1 demonstrates the idea of the confident proposal mining, which starts

from the mask-out strategy and ends with the high confident output from MIL.

5.4.2 Proposal Subset Optimization

Proposal selection based object detection method has one severely issue of overlapping among

the bounding boxes that correspond to the same object. To select the best bounding box for each

object, greedy non-maximum suppression (NMS) is widely employed as the latest strategy which

selects the top-scoring bounding box bi and discards other bounding boxes M that have overlaps

with the chosen one larger than a threshold T . Due to simplicity, this NMS mainly focus on the
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detection score si. By taking the Intersection over Union (IoU) as the measure of overlapping, this

non-maximum suppression process can be described as

si =

8
>><

>>:

si IoU(M ,bi)< T ;

0 IoU(M ,bi)� T.
(5.3)

However, there are no instance-level labels available for network training in the weakly supervised

localization task, even the bounding boxes estimated with top score are tended to be noisy. To

overcome this issue, we propose a subset optimization scheme. It is realized by re-weighting the

detection scores among the bounding boxes with high but noisy initial scores, where greedy NMS

is not able to adjust the estimated bounding box accordingly. The proposed approach is similar to

that described in (165). However, we employ the method to solve the weakly supervised learning

problem. The confident proposals with high detection scores are grouped into clusters by jointly

considering the scores and the spatial overlaps between the proposals. The bounding box set is

represented by B = {bi : i = 1 : n}. We denote the group membership as X = (xi)n
i=1, where xi = j

if bi belongs to a cluster b j. Then one exemplary bounding box o is selected from each cluster B

as the final output. This is formulated as finding the maximum a posterior (MAP) solution of the

joint distribution P(O,X |I;B,S), which tends to assign big value to the bounding boxes that have

large overlap with more confident proposals. After taking the log of the posterior, the objective

function becomes:

O = X⇤ = argmax
X

n

Â
i=1

wi(xi) (5.4)

where wi(xi = j) = logP(xi = j|I)
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P(xi = j|I) =

8
>><

>>:

Zi
2l i f j = 0;

Zi
2K(bi,b j)si otherwise.

(5.5)

K(bi,b j) is the window IoU used to measure the spatial overlap between bi and b j, S = {si :

i = 1 : n} is the score set containing the detection scores of all the bounding boxes, and Zi
2 is

the normalization constant. Parameter b and g control the penalty level. Note that our proposal

subset optimization method takes both the scores and the overlapping into consideration since the

detection scores in the weakly supervised task are not always reliable.

The proposal subset optimization problem is defined as:

O⇤ = argmax
O

b Â
i2Ô

si� g Â
i, j2Ô:i 6= j

K(bi,b j) (5.6)

In this setting, we first maximize the objective function over X according to Eq. (5.4), which

will select the cluster centers. Then, a greedy algorithm is used to choose a minimal number of

bounding boxes as the outputs based on Eq. (5.6). More details of the method can be found in

(165).

5.4.3 Object Detector Learning

In this step, we adapt the pre-trained classification network to an object detection network. This

neural network is trained with the pseudo labeled proposals obtained from the proposal subset

optimization strategy. We employ the re-weighting and re-training strategy for network adaption.

The network parameters are fine-tuned for object localization, as illustrated in the bottom of the

Fig.5.1. We organize it as adaptively refining the proposal subset, which is similar to the curriculum

learning. However, we do not separate the training dataset into easy and hard parts. We start

by running MIL, which is initialized with the results from mask-out strategy. This leads to a

reasonable first detection model A1. We move forward by running proposal subset optimization
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on the proposals subset with high detection scores, which produce a re-weighted proposal subset.

The process then moves on to the second training iteration, where the training dataset consists of

re-weighted proposals with more confident pseudo labels. As a result, the refined model A2 will

localize the objects better than A1, as it is trained with better supervision in the re-training step. The

process iteratively moves on to the next round, starting from the detection model Ak and yielding a

better one Ak+1. The whole training procedure is described in Algorithm 1.

The selected results from each strategy are shown in Fig. 5.2. It is demonstrated that the

bounding boxes selected by the fully adapted detection network exactly contain the objects, while

the bounding boxes selected by mask-out strategy and MIL contain the object but with a large

margin. By re-weighting the confident proposals according to the detection scores and the overlap

of the proposals, the re-training strategy is able to generate more confident proposals.

Algorithm 1 The training pipeline of the proposed algorithm.
Input:

Images x2 X ; B= {bi : i= 1 : n} candidate boxes; S = {si : i= 1 : n} the corresponding scores;
K, the refinement times; M, the network iteration times; qE , network parameters.

Output:
A fully adaptive detection network.

1: Classify the real images and the mask-out images with the classification network; select the
top M proposals by Eq. (5.1) as the initial proposal set P0 {x,s0,B0}.

2: For each category, construct positive and negative bags within S0; train the MIL model and
collect the detection results from the trained MIL model as proposal set P1 {x,s1,B1}.

3: for k = 1 to K�1 do
4: Set P Pk.
5: for m = 1 to M�1 do
6: Sample P! {x,s,b} as a minibatch.
7: Network forward propagation and get loss `.
8: Network backward propagation, qE

+ �—qE (`).
9: end

10: Collect the detection results from the trained detection network, P0k {xk,sk,Bk}.
11: Choose the proposals with subset optimization by Eq. (5.6); update the proposal set

Pk+1 {x,s0k,B
0
k}.

12: end
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Figure 5.3: A comparison of our method (AlexNet) of detection mean average precision (mAP)
on the PASCAL VOC 2007 dataset. Our method with the mAP (36.1%) significantly outperforms
other methods for most of the categories.

5.5 Experimental Evaluation

Dataset and settings: The proposed approach is extensively evaluated on two publicly available

datasets: PASCAL VOC 2007 and 2012 datasets. Both of them have 20 classes of different images.

We employ both the AlexNet (68) and VGGNet (119) as our base CNN models, initialized with pa-

rameters transferred from the classification network, which is pre-trained on the ImageNet dataset.

As an initialization step for class-specific proposal mining, we use Edge Boxes (177) to generate

2,000 object proposals for each image. The mask-out strategy is first utilized to remove most of

the noisy proposals and return top 50 confident proposals. These selected proposals work as the

input for multiple instance learning. At the re-training stage, network is trained by employing the

SGD solver with the learning rate of 0.0001 for 40k iterations.

Evaluation metrics: To quantitatively evaluate the performance of the proposed method, we

take two types of metrics, which are applied at the training and testing stage respectively. In the

training dataset, we compute the percentage of images from which we obtain correct localization

(CorLoc) (26). In the test dataset, we evaluate the performance of the object detector using mean

average precision (mAP), a standard metric used in PASCAL VOC. Within both the metrics, we

consider that a bounding box is correct if it has an IoU ratio of at least 50% with the ground-truth

object annotation.

Comparison with the state-of-the-art algorithms: We compared the proposed algorithm
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Methods (VOC 2007) CorLoc mAP
Li et al. (79) 49.8 31.0
Shi et al. (115) (AlexNet) 60.9 36.0
Our scheme 53.4 37.2
Li et al. (79) 52.4 39.5
Shi et al. (115) 64.7 37.2
Bilen et al. (8) (VGGNet) 53.5 34.8
Jie et al. (61) 56.1 40.8
Tang et al. (127) 60.6 41.2
Our scheme 55.9 40.9
Methods (VOC 2012) CorLoc mAP
Li et al. (79) - 22.4
Our scheme (AlexNet) - 25.3
Li et al. (79) - 29.1
Jie et al. (61) 54.8 38.5
Tang et al. (127) (VGGNet) 62.1 37.9
Our scheme 55.2 35.2

Table 5.1: Quantitative comparison in terms of detection mean average precision (mAP) on the
PASCAL VOC 2007 test set and correct localization (CorLoc) on the PASCAL VOC 2007 trainval
set using AlexNet or VGGNet. The last rows show the mAP on the PASCAL VOC 2012 val set.
We highlight the best performances and underline the 2nd best performances.

with the state-of-the-art methods dealing with the weakly supervised object localization problem

(7; 79; 115; 122). None of them use strong labels for training.

Fig. 5.3 shows the performance comparison between our proposed method developed with the

AlexNet as baseline and the state-of-the-art WSL works (7; 79; 122) on the VOC 2007 dataset.

Models from Song et al. (122) and Bilen et al. (7) are MIL-based approaches with advanced

model initialization. Our method is developed based on that from Li et al. (79). Moreover, Tang

et al. (127) propose an on-line instance classifier refinement, which classifies a fixed-size conv

feature produced by some convolutional (conv) layers with spatial pyramid pooling (SPP) layer.

As the classifier is trained with the features from the SPP net, this model takes the advantage of a

better initialization. In an entirely different way, we progressively adapt a classification network

to an object detection network with denoised proposals as the pseudo strong labels. Such domain

adaptation helps to learn a better object detector from image-level annotated data. Unlike previous
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Figure 5.4: Performance over different IoU threshold of the VGG16 version on PASCAL VOC
2007

Re-train (mAP) 0th 1st 2nd 3rd 4rd
AlexNet 31.0 34.1 36.8 37.2 37.2
VGGNet 38.5 39.9 40.3 40.9 40.9

Table 5.2: Quantitative comparison in terms of detection mean average precision (mAP) on the
PASCAL VOC 2007 test set for different re-training steps with AlexNet or VGGNet.

works that rely on noisy proposals to localize the object candidates, we mine finer and class-

specific proposals from the proposed work flow, which integrates the mask-out, MIL and subset

proposal optimization. In addition, a fully model adaption is guaranteed with the re-training and

re-weighting strategy.

By incorporating the proposal subset optimization, the proposed model significantly outper-

forms other methods in terms of mAP for most of the categories. In Table 5.1, we make compar-

isons in terms of both the CorLoc and mAP on the training and testing set of the VOC 2007 dataset,

respectively. In addition, we present the mAP on the val set of the VOC 2012. For other baseline

methods, we list the best performances of the AlexNet and VGGNet models, which are reported

in the paper. Based on the VGGNet, our method achieves 40.9% mAP on VOC 2007 test set and

35.2% mAP on VOC 2012 val set. It is also evident from Table 5.1 that the detection performance

is significantly improved by using a deeper network. Note that the method introduced by jie et al.

(61) is a regional CNN detector (Fast R-CNN (40)). This model trained on seed samples is suf-
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Strategy BBox-initialization Re-weighting Re-training
Mask-out MIL Subset Optimization AlexNet VGG16 VGG19

VOC 2007 3 24 2 4 7 9
VOC 2012 7 36 3 7 14 17

Table 5.3: Quantitative comparison in terms of computational time (hour) on the PASCAL VOC
2007 and 2012 training sets for different strategies.

ficiently powerful for selecting the most confident tight positives and is able to further train itself

with the optimized proposals. We compare our method against this Fast RCNN based method by

listing the results in Table 5.1. A similar performance is obtained by our model as the one on VOC

2007.

In addition to the standard IoU for evaluation, we analyze the influence over different IoU

threshold in Fig 5.4. It is evident that setting IoU = 0.5 achieves the best performance, and the

results are not very sensitive to different values: when changing it from 0.5 to 0.6, the performance

only drops a little bit.

Impact of re-training strategy: The re-training strategy we utilized so far is straightforward.

The process is to establish an order that adaptively optimize the refined proposals, and then fine-

tune the detection network with the confident proposals. We notice that the proposals used to

fine-tune the network are critical to train the baseline for detection. So it is promising to improve

the annotation through an adaptive way.

We use the same settings during the re-training stage as we adapt the classification network to

a detection network. After training the detection network, we select the top 30 detection results

and optimize them with the proposal subset optimization. Consequently, the training dataset is

adaptively denoised and we obtain a better detection network. Table 5.2 demonstrates that the mAP

is increased from 31.0% to 37.2% for the AlexNet and from 38.5% to 40.9% for the VGGNet.

Computational time analysis: We report the evaluation results on PASCAL VAL 2007 and

PASCAL VAL 2012 in the paper. The re-training is conducted under AlexNet, VGG16, and

VGG19. The training time of the experiments largely depends on the hardware resource. We

train and evaluate the proposed method using the Intel Xeon(R) CPU E5-1607 v2 @ 3.00GHz ⇥
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Figure 5.5: Sample detection results. Green boxes indicate ground-truth annotation. Red boxes
indicate correct detections (with IoU � 0.5). The sample images show the correct detections from
different classes.

Figure 5.6: The sample images shows the wrong detections due to imprecise detection. Green
boxes indicate ground-truth annotation. Red boxes indicate imprecise detections (with IoU < 0.5).

4 and four K80 GPUs with 12 GB memory on a cluster. To reduce the training time of MIL, we

employ 12 CPUs to separately train the MIL for each category of 21 classes. The training time of

the experiment is shown in Table 5.3.

Error analysis: Fig. 5.5 shows some samples with accurate detections and Fig. 5.6 shows

several examples with wrong detections. Our model often detects the correct objects in the image

since we train the detector by incorporating a proposal subset optimization to improve the inac-

curacy of the localization. Most of the model for WSL task may fail to predict a sufficient tight

bounding box (79). The adaptive denoising part of Fig. 5.1 illustrates the procedure that the pro-

posals are adaptively selected so that they gradually converge to the ground-truth of annotations.

Nonetheless, the proposed model still has limitation as shown in the wrong detections in Fig. 5.6.

This is because our proposal subset optimization also depends on the detection scores even though

it incorporates the overlaps of the proposals.
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5.6 Conclusion

We have proposed a novel model by integrating adaptive proposal denoising strategies to handle the

weakly supervised object localization problem. This approach first selects confident proposals by

utilizing the output of the MIL framework as the starting point of training the detection network. At

the training stage, we first adapt a pre-trained classification network with high confident proposals

to a detection network, then re-weight the detection results with the proposal subset optimization

method. The re-weighted proposals are taken to re-train the network, resulting a detection network

that achieves competitive performance on PASCAL VOC datasets. As a follow-up study, it is

desire to adapt a new feature extraction method for the weakly supervised localization task. It is

interesting to add the attention mechanism that assists to obtain attended features. We would like

to introduce a module that effectively and efficiently extracts purified features.
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Chapter 6

Towards Learning Affine-Invariant Representations via

Data-Efficient CNNs

6.1 abstract

In this paper we propose integrating a priori knowledge into both design and training of convo-

lutional neural networks (CNNs) to learn object representations that are invariant to affine trans-

formations (i.e. translation, scale, rotation). Accordingly we propose a novel multi-scale maxout

CNN and train it end-to-end with a novel rotation-invariant regularizer. This regularizer aims to

enforce the weights in each 2D spatial filter to approximate circular patterns. In this way, we

manage to handle affine transformations in training using convolution, multi-scale maxout, and

circular filters. Empirically we demonstrate that such knowledge can significantly improve the

data-efficiency as well as generalization and robustness of learned models. For instance, on the

Traffic Sign data set and trained with only 10 images per class, our method can achieve 84.15%

that outperforms the state-of-the-art by 29.80% in terms of test accuracy.

6.2 Introduction

Recently Sabour et al. (107) proposed a new network architecture, CapsNet, and a dynamic routing

training algorithm to connect the capsules (50), a new type of neurons that output vectors rather

than scalars in conventional neurons, in two adjacent layers and group similar features in higher

layers. Later on Hinton et al. (49) proposed another EM-based routing-by-agreement algorithm

for training CapsNet. In contrast to CNNs, the intuition behind CapsNet is to achieve ”viewpoint
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invariance” in recognizing objects for better generalization which is inspired by inverse graphics

(Hinton). Technically, CapsNet not only predicts classes but also encodes extra information such

as geometry of objects, leading to richer representation. For instance, in (49), 4⇥4 pose matrices

are estimated to capture the spatial relations between the detected parts and a whole. Unlike CNNs

the performance of CapsNet on real and more complex data has not been verified yet, partially due

to the high computation that prevents it from being applicable widely.

In fact exploring such invariant representations for object recognition has a long history in the

literature of both neural science and computer vision. For instance, in (58) Isik et al. observed that

object recognition in the human visual system is developed in stages with invariance to smaller

transformations arising before invariance to larger transformations, which supports the design of

feed-forward hierarchical models of invariant object recognition. In computer vision part-based

representation (e.g. (36)) is one of the most popular invariant object representations that considers

an object as a graph where each node represents an object part and each edge represents the (spatial)

relation between the parts. Conceptually part-based representation is view-invariant in 3D and

affine-invariant (i.e. invariant to translation, scale, and rotation) in 2D. Although the complexity of

part-based models in inference on general graphs could be very high (22), for tree structures such

as star graphs this complexity can be linear to the number of parts (35). Girshick et al. (41) has

shown that such star graph part-based models can be interpreted as CNNs.

In this paper we aim to study the following problem: Can we design and train CNNs to learn

affine-invariant representations efficiently, effectively, and robustly?

Motivation. Besides CapsNet, we are also partially motivated by the works such as (3; 171)

that utilize a priori knowledge as guidance to design and train neural networks efficiently and

effectively. For instance, (3) proposed the notion of “neural module” to conduct certain semantic

functionality using deep learning for visual question answering. Such modules can be reusable

to comprise complex networks to perform certain tasks. The semantics and the network design

here come from the compositional linguistic structure of questions. Thanks to these modules,

the network design is much more understandable by checking whether the outputs of a module
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follow what we expect. (171) proposed encoding network weights as well as the architecture

into a Tikhonov regularizer by lifting the ReLU activations, and accordingly developed a block

coordinate descent algorithm for fast training of deep models.

In contrast to a posteriori knowledge such as visualization of learned filters in (166), a priori

knowledge based approaches are more likely to be model-driven so that one can derive by rea-

soning alone, rather than being data-driven, in terms of building automatic systems such as neural

networks. In this way, the networks with a priori knowledge are expected to be much easier to be

understood by human, and their performance is more predictable and robust.

Contributions. Thanks to the convolution, CNNs are translation equivariant. This capability has

contributed significantly to their widespread success. They, however, are not efficient or effective

to capture the scaled or rotated objects, and thus enhancing CNNs with the capability of learning

scale-invariant and rotation-invariant features is very challenging but appealing.

In this paper we design a novel deep multi-scale maxout (43) CNN to learn scale-invariant

representations. We then propose training this network end-to-end with a novel rotation-invariant

regularizer. To our best knowledge, we are the first to propose such regularization for handling

rotation in deep learning. Note that we take the multi-scale maxout block and the regularizer as

a priori knowledge for learning affine-invariant representations. Empirically we demonstrate the

benefit of integrating such knowledge with network design and training, leading to better gen-

eralization, data-efficiency, and robustness of deep models than the state-of-the-art in learning

affine-invariant representations.

6.3 Related Work

Scale-Invariant Networks. One simple way to handle the scale issue is using image pyramid in

deep learning (85). Some works (156; 62; 126; 154) are particularly interested in extracting scale-

invariant features from the networks. More broadly, multi-scale convolutional filters (or multi-

kernels) are employed in networks (84; 138; 4; 75). The inception module in GoogLeNet (125)
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is able to capture multi-scale information with maxout units. A similar idea has been explored in

TI-Pooling (73). ResNet (45) manages to capture multi-scale information using skip connection.

Multi-scale DenseNet (55) proposes using a two-dimensional multi-scale convolutional network

architecture that maintains coarse-level and fine-level features throughout the network. Note that

with the increase of the number of hidden layers all the CNNs tend to extract deep features within

multiple scales to a certain degree.

Rotation-Invariant Networks. Recently quite a few works focus on learning rotation-invariant

features using deep networks. Cohen and Welling (20) proposed Group equivariant CNNs (GCNN)

by exploiting larger groups of symmetries, including rotations and reflections, in the convolutional

layers. Worrall et al. (144) proposed Harmonic Networks by replacing regular CNN filters with cir-

cular harmonics and returning a maximal response and orientation for every receptive field patch.

Both works argue that rotating the data point is equivalent to rotating the filters. Therefore, they

manage to learn rotation-invariant filters in a continuous space. In contrast, some other works such

as (175; 169; 91; 54; 168; 96; 140) propose learning the filters in a discretized space by quantizing

the rotation angles with predefined numbers (e.g. from 0 to 2p , step by p
4 ) so that the final fea-

tures encode the rotation information. For instance, Rotation Equivariant Vector Field Networks

(RotEqNet) (96) was proposed by applying each convolutional filter at multiple orientations and

returning a vector field that represents magnitude and angle of the highest scoring orientation at

every spatial location.

Interpretable Networks with A Priori Knowledge. Andreas et al. (3) proposed neural modules

to mimic some basic semantic functionality using deep neural networks, based on which larger

networks are constructed for specific tasks using the knowledge from natural language process-

ing (NLP) such as grammar graphs as guidance. Belbute-Peres et al. (24) proposed embedding

structured physics knowledge into larger systems as a differentiable physics engine that can be

integrated as module in deep neural networks for end-to-end learning. Amos et al. (2) proposed

using Model Predictive Control (MPC) as a differentiable policy class for reinforcement learning

in continuous state and action spaces that leverages and combines the advantages of model-free
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and model-based approaches. They also showed that their MPC policies are significantly more

data-efficient than a generic neural network.

Other Related Networks. Dilated convolution (159) supports exponential expansion of the recep-

tive field (i.e. window) without loss of resolution or coverage and thus can help networks capture

multi-scale information. Deformable Convolutional Networks (DCN) (23) proposed a more flexi-

ble convolutional operator that introduces pixel-level deformation, estimated by another network,

into 2D convolution. Spatial Transformer Networks (STN) (59) learn affine-invariant represen-

tations by sequential applications of a localization network, a parameterized grid generator and

a sampler. Dynamic Filter Networks (DFN) (60; 145) was proposed to learn to generate (local)

filters dynamically conditioned on an input that potentially can be affine-invariant.

Data Augmentation. It is a well-known technique in deep learning for reducing the filter bias dur-

ing learning by generating more (fake) data samples based on some predefined rules (or transfor-

mations) such as translation, scaling, rotation and random cropping. Trained with such augmented

data, one can expect that the networks may be more robust to the transformations. For instance,

TI-Pooling (73) assembles all the transformed instances from the same data point in a pool and

takes the maximal response for classification. STN (59) learns to predict a transformation matrix

for each observation that can be used to augment data.

Loss Functions. From the perspective of the feature space, affine-invariant representations for an

object under different transformations with translation, scale, and rotation should be mapped into a

single point in the feature space ideally, or a compact cluster. To achieve this, several loss functions

were proposed. For instance, the center loss (142) enforces the features from the same class to be

close to the corresponding cluster center. Similar ideas have been explored in few-shot learning

with neural networks (121) as well. In fact well-designed networks can generate compactly clus-

tered features for each class with good discrimination, even if trained without such specific losses.

Also such losses do not aim to learn affine-invariant features, explicitly or implicitly. Empirically

we do not observe any improvement using the center loss over the cross-entropy loss, and thus we

do not report the performance using the center loss.
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imagefilters!"# ⨂

Translation & Scale Invariance

(a) Multi-scale maxout block

≃

filter

Rotation Invariance

template

(b) Regularization

Figure 6.1: To learn affine-invariant representations, we propose (a) a multi-scale maxout convo-
lutional network block to handle translation and scale, and (b) a regularizer to handle rotation. We
use (a) for constructing our network, and embed (b) into our learning.

In contrast to these previous works, we handle scale and rotation jointly in CNNs for learning

affine-invariant representations. We introduce a priori knowledge into network design and train-

ing as interpretability in deep models. We demonstrate better generalization, data-efficiency, and

robustness of our approach than the state-of-the-art networks.

6.4 Our Approach

Overview. To achieve translation and scale invariance, we propose a multi-scale maxout block

as shown in Fig. 6.1(a), a set of filters with different predefined sizes are applied to images with

convolution, and then the maxout operator is used to locate the maximum response per pixel among

the filters. Mathematically this block can be formulated as

max
w2W

�
w⌦ Ii j

 
,8(i, j), (6.1)

where ⌦ denotes the convolution operator, w 2 W denotes a 2D spatial filter, I denotes an image,

and w⌦ Ii j denotes the scalar output of the convolution at pixel (i, j).

In contrast to rotation-invariant networks such as RotEqNet, there is no rotation constraint

on the design of network architectures including filters. Instead, we impose such constraint on

learning with our rotation-invariant regularizer. Similar to other regularizers, ours encodes the
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prior knowledge of filters that we would like to learn (denoted as the template in Fig. 6.1(b)).

Inspired by Harmonic Networks, ideally the learned filters should be symmetric along all possible

directions, like circles. Due to the discretization of images, however, we propose an alternative to

represent such symmetry that can be learned efficiently and effectively.

Learning Problem. In this paper we consider the following optimization problem:

min
w2W,q2QÂ

i
`
⇣

yi,f(xi,w)
⌘
+l1R1(w)+l2R2(w,q), (6.2)

where {xi,yi}✓X ⇥Y denotes the training data with image xi 2X ,8i and its class label yi 2Y ,

w 2W denotes the parameters for the network defined by function f : X ⇥W!Y , q 2Q denotes

the templates in the feasible space Q that w should match with, ` : Y ⇥Y ! R denotes the loss

function, R1 denotes the weight decay with `2 norm, R2 : W⇥Q! R denotes the regularizer

that measures the difference between w and q , and l1,l2 � 0 are predefined constants. Different

from conventional CNNs, here we propose learning not only the network weights w but also the

matching templates q within the feasible space Q that encodes certain constraints on the templates

such as symmetry. In the sequel we will explain how to effectively design a scale-invariant network

f , and how to efficiently construct a rotation-invariant regularizer R2.

86



6.4.1 Network Architecture

Conv+BN Conv+BN Conv+BN

  Maxout+ReLU+BN

Conv+BN Conv+BN Conv+BN

Max-pool+ReLU+BN

Conv+BN Conv+BN Conv+BN

  Maxout+ReLU+BN

Conv+BN Conv+BN Conv+BN

Max-pool+ReLU+BN

Conv+BN Conv+BN Conv+BN

Max-pool+ReLU+BN

  FC+ReLU+Dropout

FC+Softmax

    Input

   Output

3

32

64

128

256

512

1024

Figure 6.2: Illustration of the network we use in our experiments for learning affine-invariant
features. Each dashed block is a multi-scale maxout block accounting for scale invariance, and the
numbers here denote the default dimensions of inputs for the corresponding blocks and layers.
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We illustrate our network in Fig. 6.2, where all the operations are basic and widely used in CNNs

such as batch normalization (BN) (57), and “+” denotes one operation followed by the other. Due

to the small image sizes (e.g. 32⇥ 32 pixels) in our experiments, we conduct downsampling for

three times only using max-pooling. In each block the first convolutional layer is responsible for

mapping the inputs into a higher dimensional space, e.g. 3! 32, and the other two convolutional

layers learn the (linear) transformation in the same space, e.g. 32! 32. For grayscale images, the

input dimension is changed from 3 to 1.

Different from existing networks such as GoogLeNet and TI-Pooling, we propose extracting

features within different scales using a sequence of convolutional operations. Considering the

trade-off between computational efficiency and accuracy, we only exploit three scales, i.e. 3⇥

3,5⇥5,7⇥7, using fixed filter size of 3⇥3 in each convolutional layer, and use maxout to select

a scale with the maximum response. This scale is taken as the best one to fit for the object. In fact

we use two and three 3⇥3 convolutions to approximate the responses with filter sizes of 5⇥5 and

7⇥7, respectively, for efficient computation. With the increase of the network depth, information

within larger scales (i.e. receptive field) can be extracted as well.

We also find that the network depth is more important than the network width w.r.t. the ac-

curacy. It has been demonstrated in Wide Residual Networks (WRN) (162) that wider networks

can improve the performance. In contrast to the parallel mechanism in WRN, in each block we

apply convolutions sequentially. Note that the proposed mechanism can be integrated with other

networks as well.

6.4.2 Training with Rotation-Invariant Regularizer

6.4.2.1 General Formulation

As illustrated in Fig. 6.1(b), in order to enforce the filters to satisfy certain spatial properties

such as rotation invariance, the templates here need to be constructed in certain way to encode

such properties. Therefore, we propose the following general formulation for rotation-invariant
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(a) (b)
Figure 6.3: Examples of weight patterns, defined by hash function h, that can be used to approx-
imate circular patterns for rotation invariance. In each subfigure the same color denotes the same
weight.

regularizers:

R2(w,q) (6.3)

= Ek⇠K

"
pk

Â
m=�pk

qk

Â
n=�qk

d
⇣

wk(m,n),qk(h(m,n))
⌘#

,

where k 2 K denotes the index of a 2D spatial filter, Ek⇠K denotes the expectation over all

2D spatial filters, (m,n) denotes the 2D-index of a weight in the k-th filter with size (Mk,Nk),

pk =
l

Mk
2

m
,qk =

l
Nk
2

m
, d·e denotes the ceiling function, d : R⇥R!R denotes a distance function,

h : R⇥R! R denotes a hash function that determines the weight pattern in the templates for

matching, and correspondingly q : R! R is a learnable function.

Choices of Distance Function d. In general we do not have any explicit requirement on d. For

instance, it can be `1-norm, `2-norm, or group sparsity norm such as `2,1-norm. Moreover, this

distance measure can be conducted in not only Euclidean but also non-Euclidean spaces such as

manifold regularization (5), which will be appreciated in geometric deep learning (11).

Choices of Hash Function h. For rotation invariance, ideally it should be a circular pattern defined

by h(m,n) = (m2 + n2)
1
2 in a continuous space. Due to the discretization of images, however, it

hardly forms circles in filters without interpolation which will significantly increase the compu-

tational complexity in convolution. Instead, we propose learning some simpler patterns that can

be used to approximate circles. For instance, we illustrate two exemplar patterns for filters with
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size 3⇥3 in Fig. 6.3, where the patterns in (a) and (b) are defined by h(m,n) =
j
(m2 +n2)

1
2

k
and

h(m,n) =
l
(m2 +n2)

1
2

m
, respectively, and b·c is the floor function. Other hash functions may be

also applicable here, but finding the best one is outside the scope of this paper.

6.4.2.2 An Empirical Showcase

In this section we will show a specific regularizer that we use in our experiments later. For the

simplicity and efficiency, we decide to employ the least square loss for d and the pattern in Fig.

6.3(a) for h without fine-tuning the accuracy on the data sets.

Specifically we define our empirical rotation-invariant regularizer as follows:

R2(w,q) (6.4)

= Ek⇠K

"

Â
m,n6=0

✓
wk(m,n)� Âm0,n0 6=0 wk(m0,n0)

pkqk�1

◆2
#
,

where qk(h(m,n)) = Âm0,n0 6=0 wk(m0,n0)
pkqk�1 is a scalar.

Similar to the center loss in (142), here we aims to reduce the variance among the weights

in each 2D spatial filter with 3⇥ 3 pixels, on average. Meanwhile, the patterns in the templates

are updated automatically with the mean of the weights. In this way we can learn filters that

can better approximate 2D spatial circular patterns for rotation invariance. In backpropagation,

since R2(w,q) in Eq. 6.4 is always differentiable w.r.t. wk,8k, any deep learning solver such

as stochastic gradient descent (SGD) can be used to train the network with our rotation-invariant

regularizer.

Discussion. Recall that Fig. 6.3 essentially encodes the structural patterns that we expect for

learned filters to handle rotation. One may argue that we can enforce such structures into learn-

ing strictly by converting the regularizer R2 in Eq. 6.2 into constraints and solving a constrained

nonconvex optimization problem. We decide not to do so because potentially the new problem

will be much harder to be solved than the one in Eq. 6.2. Besides since the structures in Fig. 6.3

are already the approximation of the circular structure, we do not necessarily guarantee that all
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Ours RotEqNet Harmonics TI-Pooling GCNN STN ResNet-32 CapsNet GoogLeNet DCN
aff. (F) 99.08 94.81 94.20 94.72 95.43 98.24 95.76 97.30 98.12 87.70
rot (F) 98.92 98.91 98.31 98.80 97.72 97.12 95.96 96.73 98.29 92.69

T. S. (F) 98.87 94.79 94.02 97.47 91.47 40.87 88.35 95.15 91.16 68.29
Ave. (F) 98.95 96.17 95.51 96.99 94.87 78.74 93.36 96.39 95.85 82.75
aff. (10) 85.06 45.91 56.41 34.40 25.67 23.85 18.56 19.74 50.77 10.74
rot (10) 87.49 84.18 54.67 83.86 45.12 66.72 49.31 81.17 82.20 49.69

T. S. (10) 84.15 26.43 27.57 47.31 29.66 27.72 28.20 54.35 32.49 28.52
Ave. (10) 85.56 52.17 46.21 55.19 33.48 39.43 32.02 51.75 55.15 29.65

Table 6.1: Test accuracy (%) comparison on different datasets under two training settings: (F) with
all the images, and (10) with 10 random images per class.
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(c) Traffic Sign
Figure 6.4: Test accuracy comparison of different networks on the three data sets. “Full” here
indicates that we use all the training images. Our approach significantly outperforms the state-of-
the-art, especially with small numbers of training images.

the weights with the same color are identical. More freedom as in regularization may lead to a

compensation for the loss of the structural approximation in terms of accuracy.

6.5 Experiments

6.5.1 Benchmark Data with Affine Transformations

6.5.1.1 Experimental Setup

Data Sets. We test our approach on three benchmark data sets, affNIST (107), MNIST-rot (74),

and Traffic Sign (124).

affNIST is created by applying random small affine transformations to each 28⇥28 grayscale

image in MNIST (LECUN) (10 classes). It is designed for testing the tolerance of an algorithm
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Figure 6.5: Data augmentation comparison on Traffic Sign.

to such transformations. There are 60K training and validation samples and 10K test samples in

affNIST with size 40⇥ 40 pixels. To facilitate the data processing in training, we resize all the

images to 32⇥32 pixels.

MNIST-rot (74) is another variant of MNIST, where a random rotation between 0� and 360� is

applied to each image. It has 10K/2K/50K training/validation/test samples. To facilitate the data

processing in training, we again resize all the grayscale images to 32⇥32 pixels.

Traffic Sign contains 43 classes with unbalanced class frequencies, 34799 training RGB im-

ages, and 12630 testing RGB images with size of 32⇥ 32 pixels. It reflects the strong variations

in visual appearance of signs due to distance, illumination, weather conditions, partial occlusions,

and rotations, leading to a very challenging recognition problem.

Networks. We compare our approach with some state-of-the-art networks with similar model com-

plexity to ours, i.e. RotEqNet (96)1, Harmonics (144)2, TI-Pooling (73)3, GCNN (20)4, STN (59)5,
1
https://github.com/COGMAR/RotEqNet

2
https://github.com/deworrall92/harmonicConvolutions

3
https://github.com/dlaptev/TI-pooling

4
https://github.com/tscohen/gconv_experiments

5
https://github.com/kevinzakka/spatial-transformer-network
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Figure 6.6: Illustration of training/testing behavior of different networks on affNIST.

ResNet-32 (45)6, CapsNet (107)7, GoogLeNet (125)8, and DCN (23)9. Specifically TI-Pooling is

designed for scale invariance, RotEqNet, Harmonics, and GCNN are designed for rotation invari-

ance. We use the public code for our comparison.

We implement our default network using Tensorflow and following the architecture in Fig. 6.2

with the default numbers of channels. Note that the implementation of the networks in our com-

parison may be different, (i.e. GCNN!Chainer; GoogLeNet, DCN!Keras; CapsNet, TI-Pooling,

Harmonics, STN, ResNet-32!Tensorflow; RotEqNet!Pytorch) which may lead to various com-

putational efficiency.

Training Protocols. We tune each network to report its best performance on the data sets. By

default we train the networks for 42000 iterations with mini-batch size 100, weight decay l1 =

0.0005, and momentum 0.9. The global learning rate is set to 0.01 or 0.0001 when trained using

all or a few training images per class, respectively, and it is reduced by 0.1 twice at the 20000

iteration and the 30000 iteration as well. For each network the hyper-parameter tuning starts with

the default setting, and the best setting may be slightly different from the default. We follow this

default setting in all the experiments and set l2 = 150. The numbers reported here are the average

over three trials.

To do fair comparison, we follow the settings for data augmentation in the publications of most
6
https://github.com/tensorflow/models/tree/master/research/resnet

7
https://github.com/naturomics/CapsNet-Tensorflow

8
https://github.com/flyyufelix/cnn_finetune/blob/master/googlenet

9
https://github.com/felixlaumon/deform-conv
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Figure 6.7: Illustration of the effect of l2 in Eq. 6.2 on test accuracy.
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(c) Traffic Sign

Figure 6.8: Test accuracy comparison with the others using different numbers of parameters. Best
viewed in color.

of the competitors. Specifically, by default on affNIST and Traffic Sign we do not employ data

augmentation, but on MNIST-rot we do.

6.5.1.2 Results

Better Generalization, Data-Efficiency, & Robustness. We summarize the test accuracy com-

parison in Table 6.1. As we see, using either all or 10 random training/validation images per class,

our method consistently outperforms the competitors on the three data sets with a margin of 1.96%

or 30.37%. Using the full set the stds of all the methods are small and similar, and thus we do not

show the numbers.

To better demonstrate the data-efficiency, we illustrate test accuracy comparison using few

random training/validation images per class in Fig. 6.4. Overall, our method works significantly

better than the competitors with large margins. Note that on MNIST-rot our performance is worse
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Figure 6.9: Training/Test time comparison with the others using different numbers of parameters.
Best viewed in color.

than some of the competitors when using 1 or 2 images per class for training. A possible reason

may come from data augmentation. Another reason is that some of the networks are designed

specifically for rotation invariance and this data set just fits for this purpose. With the increase of

the numbers of training samples, however, our method again beats all the competitors. It is worth

mentioning that in Harmonics Networks (144), similar experiments on MNIST-rot were conducted

to show data-efficiency and robustness of the approach. Using 1
6 of the full training/validation data

Harmonics lost about 3%. Here we compare different networks using less than 1
120 to show the

superiority of our method over the others. Empirically we observe that our method can work very

robustly with standard deviation of less than 1%, in general.

In addition, we can further improve our performance using data augmentation. In Fig. 6.5 we

illustrate the performance comparison on Traffic Sign with or without data augmentation. As we

see, using 10 random training images per class we can achieve 87.84% with 3.69% improvement.

Training & Testing Behavior. We illustrate the training and test accuracy behavior of each net-

work on affNIST with the full training set in Fig. 6.6. As we see all the networks are well trained

with convergence. In the testing stage our network converge faster than most of the competitors

with better accuracy. Similar observations can be made in training as well. We make similar obser-

vations on the other two data sets. From this perspective, we can also demonstrate that our method

has better generalization.
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2⇥[Conv+BN] 3⇥[Conv+BN] 4⇥[Conv+BN]
affNIST (F) 99.04 99.08 98.69

MNIST-rot (F) 98.72 98.92 98.97
Traffic Sign (F) 98.42 98.87 98.42

Average 98.73 98.95 98.69
Table 6.2: Effect on test accuracy (%) of different multi-scale settings, where our default setting is
3⇥[Conv+BN].

Effect of Multi-Scale Maxout. In Table 6.2 we list the test accuracy using different multi-scale

settings, while fixing the parameter l2 = 150. As we see the changes between different set-

tings are really marginal, which again demonstrates the good generalization and robustness of

our method. Considering the trade-off between accuracy and computational efficiency, we choose

3⇥[Conv+BN] as our default setting used in Fig. 6.2.

Effect of Rotation-Invariant Regularization. We illustrate such effect in Fig. 6.7 while using

the default multi-scale maxout setting. With different values where l2 = 0 means no our regu-

larizer, we can see that using the full set for training our performances are almost identical. This

is probably because the number of training images is sufficiently large to capture the scaling and

rotation information already. Using a few training images, e.g. 10 per class, the benefit of using

our rotation-invariant regularizer becomes much clearer, especially on affNIST. Using l2 = 150 as

default, there is 1.52%, on average, improvement over that without our regularizer.

We also observe that our rotation-invariant regularizer can achieve very small numbers empiri-

cally. For instance, on affNIST the value is 2.94⇥10�7, indicating that our learned filters are very

close to the spatial circular patterns.

Behavior with Different Numbers of Parameters. We reduce the number of parameters in our

network by channel-wise shrinking. Specifically in ascending order of number of parameters, the

corresponding network channels are set as follows: [4,4,4,4,4], [16,16,16,16,16], [32,32,32,32,32],

[32,64,64,64,64], [32,64,128,128,128], [32,64,128,256,256], [32,64,128,256,512], followed by an

FC of 1024 nodes and another FC for classification.

We first compare our performance using different numbers with the competitors in Fig. 6.8. We

can see that after about 200K parameters the improvement of our approach becomes slow, while
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before 200K our performance drops significantly with the decrease of numbers of parameters. In

the figure 200K corresponds to the setting [32,64,64,64,64], whose performance is, or on par with,

the best already.

We then compare the running time per iteration in both training and testing stages in Fig. 6.9.

We run all the code on the same machine with a Titan XP GPU. In training the running time

includes the feedforward calculation and backpropagation inference (dominating training time),

while in testing the running time only includes the feedforward calculation. As we see, in both

training and testing our computational complexity grows exponentially, in general, with the num-

ber of parameters (note that the y-axis is in log-scale). Although some codes are written in different

deep learning environments, we can still do a fair comparison with Harmonics and STN. Harmon-

ics has fewer parameters, leading to faster backpropagation and thus shorter training time. The

operations in Harmonic, however, is more complex than ours, and thus with a similar number of

parameters our method is faster in testing. The operations in STN are much simpler than both

Harmonics and ours, leading to faster running speed in both training and testing. Note that in or-

der to further improve our computational efficiency, we can simply remove one Conv+BN in the

multi-scale maxout block that can achieve similar accuracy (see Table 6.2).

6.5.2 Comparison on CIFAR-100 (Krizhevsky et al.)

Beyond the benchmark data sets with affine transformations, we also test our method on “natural”

images. For instance, we illustrate our comparison results on CIFAR-100 in Fig. 6.10. CIFAR-100

contains 60,000 32⇥32 color images in 100 different classes, 500/100 training/testing images per

class. Following the same training protocol, we randomly sample a few images per class to further

demonstrate our superiority, especially on data-efficiency.

As we see in Fig. 6.10, our method significantly and consistently outperforms the competitors

with a few training samples. For instance, using 100 samples per class ours achieves 52.67% test

accuracy with the improvement of almost 10% over ResNet-32 (the second best). Using the full

training set, ours achieves 78.33% that is slightly lower than WRN-28-10 (80.75%), but higher than
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Figure 6.10: Test accuracy comparison of different networks on CIFAR-100. “Full” here indicates
that we use all the training images. Again our approach significantly outperforms the state-of-the-
art, especially with small numbers of training images.

ResNet-32 (76.7%) and GoogleNet (78.03%), and dramatically higher than the other networks that

learn the scale or rotation invariant representations such as TI-Pooling (31.77%).

6.6 Conclusion

In this paper we propose a novel multi-scale maxout deep CNN and a novel rotation-invariant

regularizer to learn affine-invariant representations for object recognition in images. Multi-scale

convolution with maxout can handle translation and scale, and enforcing 2D filters to approximate

circular patterns by our regularization can manage to induce invariance to rotation. By taking

these as a priori knowledge, we can easily interpret our network architecture as well as its training

procedure. We test our method on three benchmark data sets as well as CIFAR-100 to demonstrate

its superiority over the state-of-the-art in terms of generalization, data-efficiency, and robustness.

Especially, with a few training samples our method can work significantly better, leading to the

hypothesis that the introduction of a priori knowledge into deep learning can effectively reduce the

amount of data to accomplish the tasks.
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Chapter 7

Conclusion and Future Work

Efficiently and effectively Extracting meaningful information from data is crucial in nowadays’

research. Inspired by how animals behavior, we study different data processing methods to assis-

tant autonomous systems for a better understanding of the environment. Furthermore, we prefer

deep neural network to learn the knowledge from a significant amount of data. In summary, we

explore a optimization based sensor fusion method, which combine the IMU data and image data

for pose estimation and 3D reconstruction; For the following work, we will focus on design a deep

neural network model working as a pilot. The goal of this model is to learn a mapping between

the input sensor data and the control command. To this end, we will first collect a large amount of

flight data recording the state of the UAV and the corresponding control command. Then we train

a well designed neural network model on this dataset so that this model learns to make prediction

of the needed control command. Validation and Evaluation of the effectiveness will be done on the

trained model. Finally, we hope to achieve a deep neural network based pilot that generate control

command to control a UAV.
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Appendix A

Proof and Optimization for Chapter 3

A.1 Jacobians of the IMU residual with respect to the IMU parameters

A.1.1 Background

We take the pre-integrated measurements Dpk
G Dvk

G DRk
G as:

Dpk
G =

1
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The infinitesimal increment in so(3) with right hand-multiplication (38; 21) is

exp([q +dq ]⇥) = exp([q ]⇥)exp([Jr(q)�1dq ]⇥) (A.1)

We take the same fist-order approximation for the logarithm introduced in (38)

log(exp([q ]⇥exp([dq ]⇥)))_ = q + Jr(q)�1dq (A.2)

where Jr( ) is the SO(3) Jacobian.
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Another efficient relation for linearization is from the adjoint representation

exp([q ]⇥)R = Rexp([RT q ]⇥) (A.3)

A.1.2 Jacobians

To calculate the Jacobian of the rotation error rDRG
k

wrt the angular velocity bias bi
g, we first move

all of the increment terms to the right side of the equation according to the three equations in A.1.1:
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k
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Similarly to the other Jacobians, we apply the equations in A.1.1 to move all the increment terms

to the right side and obtain:
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